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Chapter 1

GRAPHS AND SUBGRAPHS

In recent years, graph theory has established itself as an important mathematical

tool in a wide variety of subjects, ranging from operationalresearch and chemistry to

genetics and linguistics, and from electrical engineeringand geography to sociology and

architecture. At the same time it has also emerged as a worthwhile mathematical disci-

pline in its own right.

The origin of graph theory can be traced to Leonhard Euler whodevised in 1735

a problem that came to be known as the “Seven Bridges of Konigsberg”. In this prob-

lem, someone had to cross once all the bridges only once and ina continuous sequence,

a problem the Euler proved to have no solution by representing it as a set of nodes and

links. This led the the foundation of graph theory and its subsequent improvements.
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D

Figure 1.1. Geographic Map: The Konigsberg Bridges
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6 CHAPTER 1. GRAPHS AND SUBGRAPHS

Many real-world situations can conveniently be described by means of diagram

consisting of a set of points together with lines joining certain pairs of these points. For

example, the points could represent people, with lines joining pairs of friends; or the

points might be communication centres, with lines representing communication links. In

sucg diagrams one is mainly interested in whether or not two given points are joined by

a line; the manner in which they are joined is immaterial. A mathematical abstraction of

situations of this type gives rise to the concept of graph.

1.1 Graphs and simple graphs

Definition 1.1.1. A graph G is an ordered triple(V (G), E(G), ψG) consisting of

(i) a nonempty setV (G) of vertices

(ii) a setE(G) disjoint from V (G), of edges

and (iii) an incidence functionψG that associates with each edge ofG an unordered

pair of (not necessarily distinct) vertices ofG.

If e is an edge andu and v are vertices such thatψG(e) = uv, then e is said

to join u and v. The verticesu and v are called theendsof e.

Example 1.1.2.Let V (G) = {v1, v2, v3, v4, v5}, E(G) = {e1, e2, e3, e4, e5, e6, e7} and

ψG be defined byψG(e1) = v1v2, ψG(e2) = v2v2,

ψG(e3) = v2v5, ψG(e4) = v1v3,

ψG(e5) = v1v5, ψG(e6) = v5v3,

ψG(e7) = v3v4 Then (V (G), E(G), ψG) is a graph.

Example 1.1.3.Let V (H) = {u, v, w, x, y}, E(H) = {a, b, c, d, e, } and ψH be de-

fined by ψH(a) = uv, ψH(b) = vw, ψH(c) = wx, ψH(d) = xy, ψH(e) =

vy, ψH(f) = vx Then (V (H), E(H), ψH) is a graph.

Diagrammatic representation of a graph

Graphs are so named because they can be represented graphically and thus many

of its properties can be understood. Each vertex is indicated by a point and each edge by

a line joining the points which represent its ends. Figures1.1.1 and 1.1.2 are diagram-

matic representations of the graphs in Examples 1.1.2 and 1.1.3 respectively.
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Remark 1.1.4. 1. There is no unique way of drawing a graph.

2. The relative position of points representing vertices and lines representing the

edges have no significance.

3. A digram of a graph merely depicts the incidence relation holding between its

vertices and edges.

The graph shown in Figure1.1.2 can also be represented as in Figure1.1.3.

Figure 1.1.3
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Definition 1.1.5. If e = uv, is an edge, thenu and v are said to beincidentwith the

edge e and vice versa. Alsou and v are calledadjacent vertices. Two edges which are

incident with a common neighbour are calledadjacent edges.

For example,v3 and v4 are adjacent vertices, since they are incident with the

common edgee4. And e2 and e1 are adjacent edges, since they are incident with the
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common vertexv2.

An edge with identical ends is called aloop. For example, the edgee3 in Figure1.1.3

is a loop.

An edge with distinct ends are called links.

Links that have the same pair of vertices are calledmultiple edgesor parallel edges.

For example, the edgese7 and e8 are parallel edges.

A graph issimple if it has no loops or multiple edges. The graphG given in

Figure1.1.3 is not a simple graph. A simple graph is given in Figure1.1.4.

Figure 1.1.4 Simple Graph

Definition 1.1.6. A graph isfinite if both its vertex set and edge set are finite.All graphs

considered in this book are finite.

A graph with just one vertex is called atrivial graph and all other graphs are called

asnontrivial graphs.

Notation. The number of vertices in a graph is denoted byν(G) or simply ν. The

number of edges in a graph is denoted byǫ(G) or simply ǫ. The vertex set and the edge

set of G are simply denoted byV and E, respectively.

1.2 Isomorphism

Definition 1.2.1. Two graphsG and H areidentical if

(i) V (G) = V (H)

(ii) E(G) = E(H) and

(iii) ψG = ψH

Then we writeG = H.

If two graphs are identical, then they can be clearly represented by identical dia-

grams. However, it is possible for graphs that not identicalto have essentially the same

diagram. For example, the diagrams in Figures1.1.2 and 1.1.3 are same in structure



1.2. ISOMORPHISM 9

but not in labels. Hence they are not identical but are isomorphic.

Definition 1.2.2. Let G and H be two graphs. Letθ : V (G) → V (H) and N :

E(G) → E(H) be two bijections such thatψG(e) = uv if and only if ψH(N(e)) =

θ(u)θ(v) . Then the pair(θ,N) is anisomorphismbetweenG and H.

GraphsG and H areisomorphicif there is an isomorphism betweenG and H;

in this case, we writeG ∼= H.

Remark 1.2.3. Clearly G and H has the same structure and differs only in the names

of vertices and edges. Since we are interested in the structural properties of graphs, we

shall often omit labels while drawing graphs. An unlabeled graph can be thought of as

a representative of an equivalence class of isomorphic graphs. We assign labels to the

vertices and edges in a graph mainly for the purpose of referring to them.

The two graphs shown in Figure1.2.1 are isomorphic.

Figure 1.2.1 Isomorphic Graphs

Definition 1.2.4. Let G be a simple graph. Thecomplementof G is the simple graph

with the same vertex setV in which two vertices are adjacent if and only if they are not

adjacent inG. It is denoted byGc.

For example, a graphG and its complementGc are given in Figure1.2.2.

Figure 1.2.2

G Gc
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Definition 1.2.5. A graph G is said to beself complementaryif G ∼= Gc.

For example, in Figure 1.2.3, the graphG is a self complementary graph on4

vertices and the graphH is a self complementary graph on5 vertices.

Figure 1.2.3
G H

Remark 1.2.6. If G is self complementary, then

|V (G)| = |V (Gc)| and |E(G)| = |E(Gc)|.

Some special classes of graphs

Definition 1.2.7. A simple graph in which every pair of distinct vertices is joined by an

edge is called acomplete graph. There is just one complete graph onn vertices up to

isomorphism and is denoted byKn.

For example, the complete graphs on1, 2, 3, 4 and 5 vertices are given in

Figure 1.2.4.

Figure 1.2.4

K1 K2 K3 K4 K5

Definition 1.2.8. A graph whose vertex set can be partitioned into two subsetsV1 and

V2 such that each edge has one end inV1 and another end inV2, is called abipartite

graph. Such a partition(V1, V2) is called abipartition of G.

The two graphs given in Figure1.2.5 are bipartite graphs.
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Figure 1.2.5

Bipartite Graphs

Definition 1.2.9. A simple bipartite graph with partition(V1, V2) in which every vertex

of V1 is joined to every vertex ofV2 is called acomplete bipartite graph. If |V1| = m

and |V2 = n|, then such a graph is denoted byKm,n.

For example,K2,3 and K3,3 are given in Figure1.2.6.

Figure 1.2.6

K2,3 K3,3

Definition 1.2.10. A graph whose vertices are thek− tuples of 0′ s and 1′ s in which

two vertices are joined if and only if they differ in exactly one coordinate is called a

k− cubeand is denoted byQk.

For example,1− cube, 2− cube and3− cube are given in Figure1.2.7 .

Figure 1.2.7

Q1 Q2 Q3
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Solved Problems

Problem 1. Prove that the number of simple even graphs (degree of all vertices is even)

with n vertices is2(n−1

2
).

Solution. There is a bijection between simple graphs withn − 1 vertices and even

simple graphs onn vertices. Given a simple graphG with V (G) = {v1, v2, . . . , vn}

we can construct a even simple graph ofn vertices. We know that no of vertices of

odd degree is even. Construct a new graphG∗ with V (G∗) = V (G) ∪ {vn} and

E(G∗) = E(G) ∪ {vivn : vi ∈ V (G), degG(vi) is odd}. Then G∗ is a even simple

graph.

Conversely, given an even simple graphG∗ we will get back G by G∗ − vn.

Since in a simple graph ofn− 1 vertices can have atmost
(

n−1
2

)

edges thus no of even

simple graph ofn vertices is2(n−1

2
).

Problem 2. If G is simple, prove thatǫ ≤
(

ν
2

)

. Also prove thatǫ =
(

ν
2

)

if and only if

G is complete.

Solution. Since G is simple, every edge ofG is incident with two vertices. Hence the

number of edges cannot exceed the number of ways of selectingtwo distinct vertices from

ν vertices. Thus,

ǫ ≤ number of ways of choosing two vertices fromν vertices

=
(

ν
2

)

Also, ǫ =
(

ν
2

)

⇔ the edge set contains all pairs of distinct vertices

⇔ any two distinct vertices are adjacent inG

⇔ G is complete.

Problem 3. If G ∼= H, prove that ν(G) = ν(H) and ǫ(G) = ǫ(H). Give an ex-

ample to show that the converse is not true.

Solution. Since G is isomorphic toH, there exist bijectionsθ : V (G) → V (H) and

φ : E(G) → E(H).

Hence |V (G)| = |V (H)| and |E(G)| = |E(H)|.
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Therefore, ν(G) = ν(H) and ǫ(G) = ǫ(H). To prove the converse part is not true,

consider the graphsG and H shown in Figure1.2.8.

Clearly ν(G) = ν(H) and ǫ(G) = ǫ(H); but G and H are not isomorphic because

the neighbours of the end vertices ofG are mutually distinct whereas the neighbours of

two end vertices ofH are same.

Two nonsiomorphic graphs of same order and size
G H

Figure 1.2.8

Problem 4.Show thatǫ(Km,n) = mn.

Solution Since Km,n is a bipartite graph, it has a bipartition(V1, V2) with |V1| = m

and |V2| = n. Since G is a complete bipartite graph, it contains all edges with oneend

in V1 and the other end inV2. Hence the number of edges ofKm,n is equal to the sum

of the number of edges incident with the vertices ofV1.

ǫ(Km,n) = n+ n+ . . .+ n, (m times) (since |V1| = m )

= mn

Problem 5. If G is simple and bipartite, prove thatǫ ≤
ν2

4
.

Solution Let (V1, V2) be a bipartition of G with |V1| = m and |V2| = n and

ν(G) = m+ n.

Each vertex inV1 is adjacent to at most|V2| = n vertices. Thus,

ǫ ≤ number of edges incident with vertices ofV1.

≤ n+ n+ . . .+ n (m times)

= mn

≤





m+ n

2





2
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=
(m+ n)2

4

=
ν2

4
.

Problem 6.Prove that thek -cube has2k vertices,k2k−1 edges and is bipartite.

Solution. Clearly, V (Qk) is the set of all orderedk -tuples of 0′ s and 1′ s. Number of

such tuples is2k

Therefore,ν(Qk) = 2k

Since two vertices are joined if and only if they differ in exactly one coordinate, it follows

that each vertex is adjacent to exactlyk vertices. Thus,

ǫ(Qk) =
k + k + . . .+ k (2k times)

2
, since each edge is incident with two vertices.

= k.
2k

2
= k2k−1

Now, let X = {k-tuples with even number of 0’s}

Y = {k-tuples with odd number of 0’s}. Now,

X ∪ Y = Qk and X ∩ Y = φ

Also, any two vertices ofX(or Y ) differ at least in two coordinates and hence they are

not adjacent. Thus any edge must have one end inX and the other end inY. Thus

(X,Y ) is a bipartition ofQk, which completes the proof.

Problem 7. If G is self complementary, prove thatν = 0 or 1(mod 4).

Solution SinceG is self complementary,G ∼= Gc. Therefore,

|E(G)| = |E(Gc)| and

E(G) ∪ E(Gc) = E(Kν)

Thus, |E(G)| + |E(Gc)| =
(

ν
2

)

⇒ 2|E(G)| =
ν(ν − 1)

2

⇒
ν(ν − 1)

4
= |E(G)|, which is an integer
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⇒ ν or ν − 1 is a multiple of 4.

Thus, ν ≡ 0, 1 (mod 4).

Exercises

1. List five situations from everyday life in which graphs arise naturally.

2. Draw all simple graphs on3 vertices.

3. Prove that there are eleven nonisomorphic simple graphs on 4 vertices.

4. Prove that two simple graphsG and H are isomorphic if and only if there is a

bijection θ : V (G) → V (H) such thatuv ∈ E(G) if and only if θ(u)θ(v) ∈

E(H).

1.3 Subgraphs

Definition 1.3.1. A graph H = (V (H), E(H), ψH) is called asubgraphof the graph

G = (V (G), E(G), ψG) if

(i) V (H) ⊆ V (G);

(ii) E(H) ⊆ E(G); and

(iii) ψH is a restriction ofψH to E(H).

In this case, we writeH ⊆ G. If H ⊆ G but H 6= G, then H is called aproper

subgraphof G and we writeH ⊂ G. If H is a subgraph ofG, then G is called a

super graphof H. A spanning subgraph(or spanning super graph) of G is a subgraph

(or super graph)H with V (H) = V (G).

A graph G and its proper subgraphH are given in Figure1.3.1. Since V (G) =

V (H), H is also a spanning subgraph ofG.

Figure 1.3.1

A graph G A spanning subgraph ofG

u

f a

vz g

h

i
wy

x
d c

be

v

w

b

gz

c
x

Definition 1.3.2. A graph obtained from a graphG by deleting all its loops and all its

multiple edges except one, is called the underlying simple graph of G.
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The underlying graph of the above graph is shown in Figure1.3.2.

Figure 1.3.2

A graph G Underlying graph ofG

Definition 1.3.3. Let G be a graph andV ′ be a nonempty subset ofV. The subgraph

of G whose vertex set isV ′ and whose edge set is the set of those edges that have both

ends inV ′ is called the subgraph ofG induced byV ′ and is denoted byG[V ′]. We say

that G[V ′] is the induced subgraph ofG. The induced subgraphG[V \V ′] is denoted

by G− V ′. It is the subgraph obtained fromG by deleting the vertices inV ′ together

with their incident edges. IfV ′ = {v}, we write G− v for G− {v}.

Figure 1.3.3

G[{u, v, x}] G− {u,w}

u

v

x

vz

y

x

Figure 1.3.3 shows the induced subgraphG[{u, v, x}] and the vertex deleted sub-

graphG− {u,w} of the graphG in Figure 1.3.1.

Definition 1.3.4. Let G be a graph andE ′ be a nonempty subset ofE. The subgraph

of G whose vertex set is the set of ends of edges inE ′ and whose edge set isE ′ is

called the subgraph ofG induced byE ′ and is denoted byG[E ′] and is called the edge

induced subgraph ofG. The spanning subgraph ofG with edge setE − E ′ is simply

written asG− E ′. It is the subgraph obtained fromG by deleting the edges inE ′.



1.3. SUBGRAPHS 17

Figure 1.3.4 shows the edge-induced subgraphG[{a, c, e, g}] and the edge deleted

subgraphG− {a, b, f, i} of the graphG Figure 1.3.1.

Figure 1.3.4
G[{a, c, e, g}] G− {a, b, f, i}

u

a

vz g

wy

x

c

e

u

vz g

i
wy

x
d c

be

The graph obtained fromG by adding a set of edgesE ′ is denoted byG + E ′.

If E ′ = e, then we writeG− e for G− {e} and G+ e for G+ {e}.

Operation on graphs

Let G1 and G2 be subgraphs ofG. We say thatG1 and G2 are disjoint if

they have no vertices in common. We say that they are edge disjoint if they have no edges

in common.

The union of G1 and G2 is the subgraph with vertex setV (G1) ∪ V (G2) and

edge setE(G1) ∪ E(G2). If G1 and G2 are disjoint, their union is also denoted by

G1 +G2.

If G1 and G2 have at least one vertex in common then their intersection isthe

subgraph with vertex setV (G1) ∩ V (G2) and edge setE(G1) ∩ E(G2).

The graphG and the union (intersection) of its subgraphsG1 and G2 are given

in Figure 1.3.5.
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Figure 1.3.5

G G1 G2

G1 ∪G2 G1 ∩G2
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b

f

c

e
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Definition 1.3.5. Thecartesian productof two simple graphsG and H is the simple

graph G×H with vertex setV (G) × V (H) in which (u, v) is adjacent to(u′, v′) if

and only if eitheru = u′ and vv′ ∈ E(H), or v = v′ and uu′ ∈ E(G).

Graphs and their product are shown in Figure 1.3.6.

u1

G

v1 u2 v2 w2

H

u1, u2 u1, v2 u1, w2

v1, u2 v1, v2 v1, w2

G×H
Figure 1.3.6

Definition 1.3.6. Thecompositionof two simple graphsG and H is the simple graph

with vertex setV (G)×V (H) in which (u, v) is adjacent to(u′, v′) if and only if either

uu′ ∈ E(G) or u = u′ and vv′ ∈ E(H). It is denoted byG[H].

The composition of two graphsG and H are given in Figure1.3.7.



1.4. DEGREE SEQUENCES AND MATRICES 19

u1

G

v1 u2 v2 w2

H

u1, u2 u1, v2 u1, w2

v1, u2 v1, v2 v1, w2

G[H]

Figure 1.3.7Exercises
1. Prove that every simple graph onn vertices is isomorphic to a subgraph ofKn.

2. Show that every induced subgraph of a complete graph is complete.

3. Show that every induced subgraph of a bipartite graph is bipartite.

4. Find a bipartite graph that is not isomorphic to a subgraph ofany k− cube.

5. Is G[H] = H[G]? Justify your assertion.

1.4 Degree sequences and Matrices

Definition 1.4.1. The degree of a vertexv in a graphG is the number of edges incident

with v, each loop counting as two. It is denoted bydG(v) or simply d(v). The mini-

mum degree of vertices ofG is denoted byδ(G). The maximum degree of vertices of

G is denoted by∆(G).

The following theorem is often called asthe fundamental theorem on graphs.

Theorem 1.4.2.The sum of the degrees of the vertices in any graph is twice the number

of edges. That is,
∑

v∈V

d(v) = 2ǫ.

Proof. Every edge ofG is incident with two vertices. Hence every edge contributestwo

to the sum of the degrees of the vertices.

Hence,
∑

v∈V

d(v) = 2ǫ.

Corollary 1.4.3. In any graph, the number of vertices of odd degree is even.

Proof. Let V1 denote the set of vertices of even degree; letV2 denote the set of vertices
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of odd degree. Then,
∑

v∈V1

d(v) +
∑

v∈V2

d(v) =
∑

v∈V

d(v) = 2ǫ, which is even.

Further, d(v) is even for all v ∈ V1,
∑

v∈V2

d(v) is even.

Hence,
∑

v∈V2

d(v) is even.

Since d(v) is odd for all v ∈ V2, we have |V1| is even.

For the graph shown in Figure1.4.1, δ(G) = 3 and ∆(G) = 4.

Figure 1.4.1

v1
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v2

v3
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Definition 1.4.4. A graph is said to bek -regular if d(v) = k for all v ∈ V (G). A

regular graph is one that isk -regular for somek. 3 -regular graphs are also known as

cubic graphs.

1-regular

Figure 1.4.2

2 -regular 3 -regular

Remark 1.4.5. 1. The complete graphKn is regular of degreen− 1.

2. The complete bipartite graphKn,n is regular of degreen.

3. The k -cubeQk is regular of degreek − 1.

4. Peterson graph is3 -regular and hence a cubic graph.
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Figure 1.4.3

The Petersen Graph

Definition 1.4.6. Let G be any graph withV (G) = v1, v2, · · · , vν . Then the sequence

d(v1), d(v2), · · · , d(vν) is called thedegree sequenceof G.

For example, the degree sequence of the graph in Figure1.4.1 is (3, 3, 4, 4).

Figure 1.4.4
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Theorem 1.4.7.A sequenced(v1), d(v2), · · · , d(vν) of nonnegative integers is a degree

sequence ofG if and only if
ν
∑

i=1

d(vi) is even.

Proof. Assume thatd(v1), d(v2), · · · , d(vν) , where di ≥ 0, 1 ≤ i ≤ ν is the degree

sequence of a graphG. Then by Theorem 1.4.2,
ν
∑

i=1

d(vi) = 2ǫ, which is even.

Conversely, assume thatd(v1), d(v2), · · · , d(vν) are nonnegative integers such that
ν
∑

i=1

d(vi) is even. It is enough to construct a graph with vertex setvi and d(vi) = di for

all i. Since
ν
∑

i=1

d(vi) is even, the number of odd integers is even. First form an arbitrary

pairing of the vertices in{vi | d(vi) is even} and join each pair by an edge. Now the
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remaining degree needed at each vertex is even, which can be obtained by adding

[

d

2

]

loops at vi.

Definition 1.4.8. A sequenceD = (d1, d2, · · · , dn) is said to begraphic if there is a

simple graphG with degree sequenceD. Then G is called the realization ofD. For

example, the sequence(4, 4, 2, 2, 1, 1) is graphic since it is the degree sequence of the

graphG given below.

Figure 1.4.5

Theorem 1.4.9.If d = (d1, d2, · · · , dn) is graphic andd1 ≥ d2 ≥ . . . dn, then
n
∑

i=1

d(vi)

is even and
n
∑

i=1

d(vi) ≤ k(k − 1) +
n
∑

i=k+1

d(vi)di min{k, di} for 1 ≤ k ≤ n.

Proof. Since d is graphic, it has a realization graphG. Let V (G) = {v1, v2, · · · , vn}

and d(vi) = di. Then by Theorem 1.4.2,
ν
∑

i=1

d(vi) = 2ǫ, which is even.

ν
∑

i=1

d(vi) is the sum of the degrees of the verticesv1, v2, · · · , vn.

It can be divided into two parts, the first part is the contribution to this sum by edges

joining the verticesv1, v2, · · · , vk and the second part is the contribution to this sum by

edges joining one of the verticesvk+1, vk+2, · · · , vn.

Hence,
n
∑

i=1

d(vi) ≤ k(k − 1) +
n
∑

i=k+1

d(vi) di min{k, di} for 1 ≤ k ≤ n.

Solved problems

Problem 1. Find a functionf : N → N such that, for allk ∈ N, every graph of average

degree at leastf(k) has a bipartite subgraph of minimum degree at leastk.

Solution. Define a mapf : N → N by f(k) = 4k; ∀k ∈ N. The idea behind to

consider this function is following: Every graph with an average degree of4k have a
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subgraph H with minimum degree2k, and we will lose another factor of 2 in moving H

to its bipartite subgraph. LetH
′

be the bipartite subgraph ofH with the maximal num-

ber of edges. My claim is thatH
′

have minimum degree atleastk. If not, let v ∈ H
′

such thatdH
′ (v) < k : This meansv lost more than half of its neighbours in the process

to form H to H
′

. This meansv is on the same partition with its looses neighbours. But

in that case if we considerv in the other partition we can able to connect those previously

looses vertices tov and form a new bipartite subgraph ofH with more edges thenH
′

have, a contradiction. Hence it proves of my claim.

Problem 2. Determine the order and the size of the hypercubeQk. Prove also thatQk

is k -regular and bipartite.

Solution. Clearly, V (Qk) is the set of all orderedk -tuples of 0′ s and 1′ s. Number of

such tuples is2k. Therefore,ν(Qk) = 2k.

Since two vertices are joined if and only if they differ in exactly one coordinate, it follows

that each vertex is adjacent to exactlyk vertices. Thus,

ǫ(Qk) =
k + k + . . .+ k (2k times)

2
, since each edge is incident with two vertices.

= k.
2k

2
= k2k−1

Since two k -tuples form an edge if and only if they differ in exactly one position.

Thus each vertex has degreek and soQk is k -regular.

Now, let X = {k-tuples with even number of 0’s}

Y = {k-tuples with odd number of 0’s}. Now,

X ∪ Y = Qk and X ∩ Y = φ

Also, any two vertices ofX(or Y ) differ at least in two coordinates and hence they are

not adjacent. Thus any edge must have one end inX and the other end inY. Thus

(X,Y ) is a bipartition ofQk, which completes the proof.

Problem 3. Prove thatδ ≤ 2 ǫ

ν
≤ ∆.

Solution. For any vertexv in any graphG, δ(G) ≤ d(v) ≤ ∆(G).
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Taking the sum over all the vertices ofV, we get

|V |δ(G) ≤
∑

v∈V d(v) ≤ |V |∆(G).

⇒ νδ ≤ 2ǫ ≤ ∆ν

Dividing by ν, we get δ ≤ 2 ǫ

ν
≤ ∆.

Problem 4. If a k− regular bipartite graph withk > 0 has bi-partition(X,Y ), prove

that |X| = |Y |.

Solution Let G be a k− regular bipartite graph withk > 0. SinceG is bipartite, every

edge has one end inX and another end inY.

Hence the number of edges incident with the vertices ofX is equal to the number

of edges incident with the vertices ofY. Therefore,

k.|X| = k.|Y |, since each vertex is of degreek.

⇒ |X| = |Y |, since k > 0.

Problem 5. In any group of two or more people, prove that there are always two with

the same number of friends.

Solution We construct a graphG by taking the group ofn people as the set of vertices

and joining two of them if they are friends. Thend(v) = number of friends ofv and

hence we need only to prove that at least two vertices ofG have the same degree.

Let V (G) = {v1, v2, . . . , vn}. Clearly 0 ≤ d(vi) ≤ n− 1 for each i.

Suppose no two vertices ofG have the same degree. Then the degrees ofv1, v2, . . . , vn

are the integers0, 1, 2, . . . , n − 1 in some order. However a vertex of degreen − 1 is

joined to every other vertex ofG and hence no point can have degree 0, which is a con-

tradiction.

Hence there exist two vertices ofG with equal degree.

Problem 6. Prove that the sequence(7, 6, 5, 4, 3, 3, 2) is not graphic.

Solution. Let d = (7, 6, 5, 4, 3, 3, 2).

Supposed is graphic. LetG be a realization ofd.

Since there are 7 digits in the sequence,G has seven vertices and hence the maxi-
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mum degree inG cannot exceed 7-1=6.

This contradicts the first digit ind.

Hence the given sequence is not graphic.

Problem 7. Prove that the sequence(6, 6, 5, 4, 3, 3, 1) is not graphic.

Solution. Let d = (6, 6, 5, 4, 3, 3, 1).

Supposed is graphic. LetG be a realization ofd.

Since there are 7 digits in the sequence,G has seven vertices.

The first two digits of d shows that there are two vertices which are adjacent to all the

remaining 6 vertices.

Thus every vertex is adjacent to these two vertices and henceevery vertex is of degree at

least two.

This contradicts the last digit ind.

Hence the given sequence is not graphic.

Matrices of a graph
We study about two representations of a graph in matrix form.A matrix is a con-

venient and useful way of representing a graph to a computer.Further the algebra of

matrices can be used to identify certain properties of graphs.

Definition 1.4.10.Let G = (V (G), E(G)) be a graph withV (G) = {v1, v2, · · · vν} and

E(G) = {e1, e2, · · · eǫ}. Then theincidence matrixof G is the ν × ǫ matrix defined

by M(G) = [mij], where mij is the number of times(0, 1 or 2) that vi and ej are

incident.

Figure 1.4.6
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The incidence matrix of the above graph is as follows:

M(G)=











e1 e2 e3 e4 e5 e6 e7

v1 1 1 0 0 1 0 1

v2 1 1 1 0 0 0 0

v3 0 0 1 1 1 0 0

v4 0 0 0 0 1 2 1











Remark 1.4.11. 1. Since each edge is incident with exactly two vertices, each column

sum of M is 2.

2. Sum of the i th row of M is equal to the degree ofvi.

3. If G is simple, then the matrixM is a binary matrix with0′ s and 1′ s.

Definition 1.4.12.Let G = (V (G), E(G)) be a graph withV (G) = v1, v2, · · · vν . Then

the adjacency matrix ofG is the ν × ν matrix defined by

A(G) = [aij], where aij is the number of edges joiningvi and vj.

The incidence matrix of the graphG shown in Figure 1.4.6 is as follows:

A(G)=











v1 v2 v3 v4

v1 0 2 1 1

v2 2 0 1 0

v3 1 1 0 1

v4 1 0 1 0











Remark 1.4.13. 1. The adjacency matrixA(G) is symmetric.

2. If G is simple, then the entries along the principal diagonal arezero.

3. The sum of theith row (column) ofA(G) is equal to the degree ofvi.

Exercises

1. Find the degrees of the vertices of the graphG given in Figure 1.3.1.
2. Find the incidence matrixM and adjacency matrixA of the graph given in Figure

1.3.1.
3. If G is simple, prove that the entries on the diagonals of bothMM ′ and A2 are

the degrees of the vertices ofG.
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1.5 Paths and Connection

Definition 1.5.1. A walk in G is a finite nonnull sequenceW = v0e1v1e2 . . . ekvk,

whose terms are alternately vertices and edges, such that, for 1 ≤ i ≤ k, the ends ofqi
are vi−1 and vi.

We say thatW is a walk from v0 to vk, or a (v0, vk) - walk. The verticesv0

and vk are called theorigin and terminusof W, respectively andv1, v2, . . . , vk−1 its

internal vertices. The integerk is the length ofW.

If W = v0e1v1e2 . . . ekvk and W ′ = ekvk+1ek+1 . . . elvl are walks, the walk

vkekvk−1 . . . e1v0, obtained by reversingW, is denoted byW−1 and the walk

v0e1v1 . . . ekvkek+1vk+1 . . . e1v1 obtained by concatenatingW andW ′ at vk is denoted

by WW ′.

Definition 1.5.2. A sectionof a walk W = v0e1v1e2 . . . ekvk is a walk that is a subse-

quenceviei+1vi+1 . . . ejvj of consecutive terms ofW ; we refer to this subsequence as

the (vi, vj) - section ofW.

Figure 1.5.1
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Walk : uavfvfvgyhwbv

Trail : wcxdyhwbvgy

Path :xcwhyeuav

Remark 1.5.3. In a simple graph, a walkv0e1v1e2 . . . ekvk is determined by the sequence

v0v1 . . . vk of its vertices; hence a walk in a simple graph can be specifiedsimply by its

vertex sequence.

Moreover, even in graphs that are simple, we shall sometimesrefer to a sequence

of vertices in which consecutive terms are adjacent as a ’walk’.

In such cases, it should be understood that the discussion isvalid for every walk with that

vertex sequence.

If the edgese1, e2, . . . , ek of a walk W are distinct, W is called atrail . In

this case the length ofW is just ǫ(W ). If, in addition, the verticesv0, v1, . . . , vk are

distinct, W is called a path.
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We shall also use the wordpathto denote a graph or a subgraph whose vertices and

edges are the terms of a path.

Definition 1.5.4. Two vertices u and v of G are said to beconnectedif there is a

(u, v) - path in G. Connection is an equivalence relation on the vertex setV. Thus,

there is a partition ofV into nonempty subsetsV1, V2, . . . , Vω such that two vertices

u and v are connected if and only if bothu and v belong to the same setVi. The

subgraphsG[V1], G[V2], . . . , G[Vω] are called thecomponentsof G. If G has exactly

one component,G is connected; otherwise,G is disconnected. We denote the number

of components ofG by ω(G).

Connected and disconnected graphs are shown below:

Figure 1.5.2

(a) A connected graph

(b) A disconnectd graph with three components

Definition 1.5.5. If two vertices u and v are connected in a graphG, then thedistance

between them is defined to be the length of a shortest(u, v)− path in G. It is denoted

by d(u, v). If there is no path connectingu and v, then d(u, v) is defined to be infinite.

For the graph given below,

d(u,w) = 1 d(x, y) = 1

d(u, x) = 2 d(x, z) = 3

d(u, y) = 3 d(u, z) = 4
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Figure 1.5.3

Distance between vertices
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Definition 1.5.6. Thediameterof a graphG is defined to be the maximum distance be-

tween two vertices ofG. It is denoted bydiam(G).

The diameter of the graph given in Figure1.5.3 is max {1, 2, 3, 4} = 4.

Definition 1.5.7. If v is a vertex of a graphG, then theeccentricity, denoted bye(v),

is defined by

e(v) = max{d(u, v) : u ∈ V (G)}

Definition 1.5.8. The radiusof G is the minimum eccentricity ofG. It is denoted by

r(G).

That is, r(G) = min{e(v) : v ∈ V (G)}

A vertex V is called acentral vertexif e(v) = r(G). The set of all central vertices of

G is called thecenterof G.

For the graph given in Figure1.5.3,

e(u) = 4, e(x) = 2, e(w) = 3, e(z) = 4,

e(y) = 3, e(v) = 4, e(s) = 3.

r(G) = min {2, 3, 4} = 2.

Centre = {x}.

Definition 1.5.9. A walk is closedif it has positive length and its origin and terminus are

the same. A closed trail whose origin and internal vertices are distinct is called a cycle. A

cycle of lengthk is called ak -cycle. A cycle is odd or even according ask is odd or

even. A 3 -cycle is called astriangle. The length of the shortest cycle is called thegirth

of the graph.
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A characterization of bipartite graphs

Theorem 1.5.10.A graph is bipartite if and only if it contains no odd cycle.

Proof. Let G be a bipartite graph with bipartition(X,Y ).

To prove thatG contains no odd cycle, it is enough to prove that every cycle in G is of

even length.

Let C = v0v1 . . . vkv0 be any cycle of lengthk + 1 in G. Without loss of gen-

erality, we may assume thatv0 ∈ X. Since v0v1 ∈ E(G) and G is bipartite, we have

v1 ∈ Y. Similarly v2 ∈ X. In general,v2i ∈ X and v2i+1 ∈ Y. Since v0 ∈ X, vk ∈ Y.

Thus k = 2i+ 1 for some i and it follows thatk + 1 is even.

Conversely, letG be a connected graph with no odd cycle.

We choose an arbitrary vertexu and define a partition(X,Y ) of V by setting

X = {x | d(u, x) is even} and

Y = {y | d(u, y) is odd}.

Now let us show that(X,Y ) is a bipartition ofG.

It is enough to prove that no two vertices inX as well as inY are adjacent inG.

Let v and w be two vertices ofX. Let P be the shortest(u, v) -path, let Q be the

shortest (u,w) -path. Let u′ denote the last vertex common to bothP and Q. (See

Figure 1.5.4; where dark lines denotes the pathP and the thin line denotes the pathQ )

Figure 1.5.4

P

Q
w

u

v

u1

Q1
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Since P and Q are the shortest paths, the(u, u′)− sections of bothP and Q are the

shortest (u, u′)− paths and hence, have the same length. Since the lengths of both P

and Q are even, the lengths of the(u′, v)− sectionP1 of P and the (u′, w)− section

Q1 of Q must have the same parity. It follows that the(v, w)− path P−1
1 Q1 is of even

length. If v were joined tow,P−1
1 Q1wv would be a cycle of odd length, contradiction

to the hypothesis. Therefore, no two vertices inX are adjacent. Similarly, we can prove

that no two vertices inY are adjacent inG. HenceG is a bipartite graph.
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Solved Problems
Problem 1. Show thatrad(G) ≤ diam(G) ≤ 2 rad(G).

Solution. We know thatdiam(G) = maxx,y∈V (G) dG(x, y).

rad(G) = minx∈V (G) maxy∈V (G) dG(x, y)

≤ minx∈V (G) maxy∈V (G) diam(G)

= diam(G).

To show diam(G) ≤ 2 rad(G).

Let a, b, v ∈ V (G) such thatdG(a, b) = diam(G) and rad(G) = maxy∈V (G) dG(v, y).

diam(G) = dG(a, b) ≤ dG(a, v) + dG(v, b).

≤ rad(G) + rad(G) = 2 rad(G).

Problem 2. If there is a (u, v) -walk in G, prove that there is also a(u, v) -path in

G.

Solution. We prove the result by induction on the length of the walk.

Any walk of length 0 or 1 is obviously a path. Therefore the result is true if the length

of the given walk is 0 or 1.

Assume that the result is true for all walks of length at mostk − 1.

Let W : u = u0, u1, . . . , uk = v be a (u, v) -walk of length k. If all the vertices

of W are distinct, then it is obviously a path. If not, there existi and j such that

0 ≤ i < j ≤ k and ui = uj.

Then W ′ : u = u0, u1, . . . , ui, uj+1, . . . , uk = v is a (u, v) -walk of length at

most k− 1 in G. So, by induction assumption, the walkW ′ and henceW contains a

(u, v) -path.

Problem 3. Show that the number of(vi, vj) -walks of length k in G is the (i, j) th

entry in Ak, whereA is the adjacency matrix ofG.

Solution. We prove the result by induction onk.

The adjacency matrix ofG is the ν × ν matrix

A = [aij], where aij is the number of edges joiningvi and vj.

The number of(vi, vj) -walks of length one =











1 if vi andvj are adjacent

0 otherwise

= aij
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Hence the result is true fork = 1.

We now assume that the result is true fork − 1.

Let Ak−1 = [a
(k−1)
ij ], where a(k−1)

ij is the number of(vi, vj) -walks of lengthk − 1.

Ak−1A = [a
(k−1)
ij ](aij)

Hence, the(i, j)th entry of Ak =
ν
∑

r=1

a
(k−1)
ir arj

Also every (vi, vj) -walk of length k in G consists of a(vi, vr) -walk of length

k − 1 followed by a vertexvj which is adjacent tovk. Hence if vj is adjacent tovk,

then a(k−1)
ir arj represents the number of(vi, vj) -walks of lengthk in G.

This completes the induction and the proof.

Problem 4. If G is simple andδ ≤ k, prove thatG has a path of lengthk.

Solution. Let P = v0, v1, . . . , vr be a longest path inG. Then the vertices adjacent to

vr in G can only be fromv0, v1, . . . , vr−1 as otherwise we would get a path of length

larger thanr, giving a contradiction.

Hence r ≥ d(vr) ≥ δ ≥ k. Thus P has length at leastk and henceG has a path of

length k (namely eitherP or its section).

Problem 5. If G is disconnected, then prove thatGc is connected.

Solution. Let u and v be two vertices ofGc (and therefore ofG ). If u and v belong

to different components ofG, then obviouslyu and v are nonadjacent inG and so

they are adjacent inGc. Thus u and v are connected (by a path) inGc. In caseu and

v belong to same component ofG, choose a vertexw of G not belonging to this com-

ponent ofG (this is possible becauseG has at laest two components). Thenuw and

vw are not edges ofG and hence they are edges ofGc. Then u,w, v is a (u, v) -path

in Gc. Thus Gc is connected.

Problem 6. If e ∈ E(G), prove thatω(G) ≤ ω(G− e) ≤ ω(G) + 1.

Solution. Since the deletion of an edge does not affect the connectedness of other com-

ponents, it is enough if we prove the result for a connected graph.

Let G be a connected graph. Thenω(G) = 1.

We have to prove that1 ≤ ω(G− e) ≤ 2.

ConsiderG− e where e = uv. Let w be any vertex ofG.

If w is adjacent to bothu and v in G− e, then any two vertices are connected

in G− e and henceω(G− e) = 1.

Otherwise, letV1 denote the set of vertices which are connected tou in G− e and V2
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denote the set of vertices which are connected tov in G − e. Then the induced sub-

graphsG[V1] and G[V2] are the two components ofG− e and henceω(G− e) = 2.

Problem 7. Prove that any two longest paths in a connected graph have a vertex in

common.

Solution. SupposeP = u1, u2, . . . , uk and Q = v1, v2, . . . , vk are two longest paths in

G having no vertex in common. AsG is connected, there exists au1 − v1 path P ′ in

G. Certainly, there exist verticesur and vs of P ′, 1 ≤ r ≤ k, 1 ≤ s ≤ k such that the

(ur, vs) -sectionP ′′ of the pathP ′ has no internal vertex in common withP or Q.

Figure 1.5.5
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Now, of the two sectionsu1 − ur and ur − uk of P, one must have length at leastk
2
.

Similarly, of the two sectionsv1 − vs and vs − vk of Q, one must have length at least
k
2
. Let these sections beP1 and Q1 respectively. ThenP1∪P

′′∪Q1 is a path of length

at least k
2

+ k
2

+ 1, contradictingk being the length of a longest path inG.

Problem 8. If G is simple and connected but not complete, prove thatG has three

verticesu, v and w such thatuv, vw ∈ E(G) and uw /∈ E(G).

Solution. Since G is not complete, there are two nonadjacent vertices, sayv0 and

vk in G. Since G is connected, there exists a path joiningv0 and vk in G. Let

P = v0, v1, . . . , vk be a shortest(v0, vk) -path in G. Since v0vk /∈ E(G), it follows

that k ≥ 2 and also we havevk is not adjacent tovk−2. Then u = vk−2, v = vk−1 and

w = vk are the three vetices such thatuv, vw ∈ E(G) but uw /∈ E(G).

Problem 9. If G is simple graph of ordern and δ ≥ n−1
2
, prove thatG is con-

nected.

Solution. Assume, to the contrary, thatG has at least two components, sayG1 and

G2. Let v be any vertex ofG1. As δ ≥ (n−1)
2
, d(v) ≥ (n−1)

2
. Since v and all its

neighbours are confined into a single component, the component G1 contains at least

d(v) + 1 ≥ (n−1)
2

+ 1 = (n+1)
2

vertices. Similarly,G2 contains at least(n+1)
2

vertices.

Therefore,G has at least(n+1)
2

+ (n+1)
2

= n+ 1 vertices, which is a contradiction.
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Exercises

1. Prove thatG is connected if and only if, every partition ofV into nonempty sets

V1 and V2, there is an edge with one end inV1 and another end inV2.

2. If G is simple andǫ >
(

ν−1
2

)

, show thatG is connected.

3. For v > 1, find a disconnected simple graphG with ǫ =
(

ν−1
2

)

.

4. If G is simple andδ > [ν
2
] − 1, show thatG is connected.

5. Find a disconnected([ν
2
] − 1) -regular simple graph of even order.

6. If G is connected and each degree inG is even, prove thatǫ(G − v) ≤ d(v)
2

for

any v /∈ V.

7. Prove that the distanced between two vertices is a metric onV.

8. If G has diameter greater than three, prove thatGc has diameter less than three.

9. If G is simple with diameter two and∆ = v − 2, prove thatǫ ≤ 2ν − 4.

1.6 Trees

Definition 1.6.1. A graph containing no cycles is called anacyclic graph. A tree is a

connected acyclic graph.

All the nonisomorphic trees on six vertices are given in Figure 1.6.1.

Figure 1.6.1 Nonisomorphic trees of order 6

Theorem 1.6.2.In a tree, any two vertices are connected by a path.
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Proof. Assume, to the contrary, that there are two distinct(u, v) -paths, sayP1 and P2.

Then there exists an edgee = xy of P1 that is not an edge ofP2. Clearly, the

graph (P1 ∪ P2) − e is connected. Therefore it contains an(x, y) -path, sayP.

Now, P + e forms a cycle inG, which is a contradiction to the hypothesis that

G is a tree.

Remark 1.6.3. The converse of the above theorem holds for graphs with no loops.

Proof. Let G be a connected graph with no loops such that any two vertices are con-

nected by an unique path.

We have to prove thatG is acyclic.

If possible, supposeG contains a cycle, sayC of length k. Let e = uv ∈ E(C). Then

the edgeuv itselt is a (u, v) -path of length1 and C − e is a (u, v) - path of length

k − 1 in G. Thus, the verticesu and v are connected by two distinct paths, giving a

contradiction.

Remark 1.6.4.The number of edges for all the trees in Figure1.6.1 is 5. The following

theorem provides a proof for this.

Theorem 1.6.5.If G is a tree, thenǫ = ν − 1.

Proof. We prove the result by induction onν.

If ν = 1, then G ∼= K1 and ǫ = 0 = ν − 1.

Assume that the theorem is true for all trees on fewer thanν vertices.

Let G be a tree onn ≥ 2 vertices. Let uv ∈ E . Then G − uv contains no

(u, v)− path, sinceuv is the unique(u, v) path in G. Thus G − uv is disconnected

and soω(G− uv) = 2.

Let G1 and G2 be the two components ofG − uv. Since G1 and G2 are subgraphs

of the treeG, both are acyclic and hence trees.

Moreover, each treeGi has fewer thanν vertices. Therefore, by induction assumption,

ǫ(Gi) = ν(Gi) − 1 for i = 1, 2

Thus, ǫ(G) = ǫ(G1) + ǫ(G2) + 1

= ν(G1) − 1 + ν(G2) − 1 + 1

= ν(G1) + ν(G2) − 1

= ν(G) − 1

Hence the proof.

Corollary 1.6.6. Every nontrivial tree has at least two end vertices.
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Proof. Let G be a nontrivial tree. Thend(v) ≥ 1, ∀ v ∈ V.

We know that
∑

d(v) = 2ǫ

= 2(ν − 1)

= 2ν − 2 . . . (Eq 1)

If no vertex has degree 1, thenδ ≥ 2 and hence
∑

d(v) ≥ 2ν, which contradicts (Eq 1)

If G has only one vertex of degree 1, thend(v) ≥ 2 for ν − 1 vertices and hence
∑

d(v) ≥ 2(ν − 1) + 1

2ν − 2 + 1

= 2ν − 1, which again contradicts (Eq 1).

Therefore,d(v) = 1 for at least two vertices.

Definition 1.6.7. An acyclic graph is called a forest. Each component of a forest is a tree.

Figure 1.6.2 illustrates a forest.

Figure 1.6.2. A forest

Remark 1.6.8. If G is a forest, thenǫ = ν−ω, where ω is the number of components

of G.

Solved Problems
Problem 1. Prove that every tree with exactly two vertices of degree oneis a path.

Solution. Let T be a tree with exactly two vertices of degree 1. We have to prove that

T is a path.

SupposeT is not a path. ThenT has at least one vertex of degree 3. Let it be

u. Consider the maximal sub trees in whichu is a vertex of degree 1. Then we have at

least three maximal subtrees. Since each such subtree has atleast two vertices of degree

1, we have three subtrees each with at least one vertex of degree 1 other thanu. These

vertices of degree 1 are also vertices of degree 1 inT. Thus T has at least three vertices

of degree 1, which is a contradiction.

HenceT is a path.

Problem 2. If G is a graph withν − 1 vertices, prove that the following are equiv-

alent.

(a) G is connected
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(b) G is acyclic

(c) G is a tree

Solution.
(a) ⇒ (b) Let G be connected. We have to prove thatG is acyclic. SupposeG has a

cycle, sayC. Let e be an edge onC. Then C−e is connected. Delete all the edges on

the cycle successively such that the resulting graph remains connected but has no cycles.

Thus we get a connected acyclic graphT (tree) on ν vertices. Hence

ǫ(G) ≥ (number of edges ofT )+1

= (ν − 1) + 1

= ν

This is a contradiction and henceG has no cycles.

b) ⇒ c) Assume thatG is acyclic. We have to prove thatG is connected. Suppose not.

Then it hask(≥ 2) components sayG1, G2, . . . , Gk. Since G is acyclic, each com-

ponent is acyclic and connected. Thus each component is a tree and hence by Theorem

1.6.5,

ǫ(Gi) = ν(Gi) − 1 for each i = 1, 2, . . . , k.

Hence, ǫ(G) = ǫ(G1) + ǫ(G2) + . . .+ ǫ(Gk) − 1

= ν(G1) − 1 + ν(G2) − 1 + . . .+ ν(Gk)

= ν(G1) + ν(G2) + . . .+ ν(Gk) − k

= ν(G) − k

< ν − 1, since k ≥ 2.

This is a contradiction. HenceG is connected and so it is a tree.

(c)⇒ (a) is obvious.

Problem 3. If G is a tree with∆ ≥ k, prove thatG has at leastk end vertices.

Solution. Let G be a tree; letu be a vertex of degree∆ ≥ k.

Consider the maximal subtrees in whichu occurs as an endverex. Then we have at least

k such subtrees. Since each such subtree has at least one end vertex other thanu and

the end vertex is also an end vertex inG, it follows that G has at leastk end vertices.

Recall that the centre ofG is the set of all vertices of minimum eccentricity.

Problem 4. Prove that the centre of a tree consists of either one vertex or two adjacent

vertices.

solution The result is obvious for the treesK1 and K2; the vertices ofK1 and K2 are

central vertices.

Now let T be a tree withν(T ) ≥ 3. Then, by Corollary 1.6.6,T has at least two end

vertices. Clearly, the end vertices ofT cannot be the central vertices.
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Delete all the end vertices fromT. This result in a subtreeT ′ of T. Since any path of

maximum length inT starting from any vertex ofT ′ will end at an end vertex ofT,

the eccentricity of each vertex ofT ′ is one less than that inT.

Hence, the vertices of minimum eccentricity inT ′ are same as those inT. In other

words, T and T ′ have the same centre.

Similarly, if T ′′ is the tree obtained fromT ′ by deleting all its end vertices, thenT ′′

and T ′ have the same centre.

Repeat this process of deleting the end vertices from the successive subtrees until these

results in aK1 or K2. This will always be the case asT is finite.

Hence, the centre ofT is either a single vertex or a pair of adjacent vertices.

The process of determining the centre of a tree as described above is illustrated

in Figure 1.6.3.

Figure 1.6.3. Process of determining the centre ofT

T :

T ′′′ :

T ′′ :

T ′ :

Problem 5. Prove that the sequence(d1, d2, . . . , dv) of positive integers is the degree

sequence of a tree if and only if
∑

i = 1νdi = 2(ν − 1).

Solution. The solution of the problem is trivial ifν = 1. So, we can assume thatν ≥ 2.

Necessity:Assume that the sequence(d1, d2, . . . , dv) of positive integers is the degree

sequence of a tree, sayT. Since T is connected and nontrivial, it has no isolated vetices.

Hence every term of the degree sequence is positive.

Therefore, by Theorems 1.4.2 and 1.6.5,
ν
∑

i=1

d(vi) = 2ǫ = 2(ν − 1).

Conversely, assume that the sequenceD = (d1, d2, . . . , dv) of positive integers,

where
∑

di = 2(ν − 1), is the degree sequence of a graphG.

To proveG is a tree. We proceed by induction onν (≥ 2).
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If ν = 2, then we haved1 + d2 = 2(2 − 1) = 2. Since d1 ≥ 1, d2 ≥ 1, we get d1 = 1

and d2 = 1. Then the unique realization ofG is K2, which is clearly a tree.

Assume that if the sequenceD = (d1, d2, . . . , dn) of positive integers, where
ν
∑

i=1

di = 2(n − 1), is the degree sequence of a graphH, then H is a tree, where

2 ≤ n ≤ ν − 1.

Let the sequenceD = (d1, d2, . . . , dv) of positive integers, where
ν
∑

i=1

di = 2(ν − 1), is

the degree sequence of a graphG. If di ≥ 2, for every i, 1 ≤ i ≤ ν,

then
ν
∑

i=1

di ≥ 2ν > 2(ν − 1), giving a contradiction.

Hence di < 2 for at least onei. For this i, di = 1 becausedi ≥ 1 ∀ i. For definite-

ness, let us assume thatdν = 1 and let vν be the corresponding vertex. Letvk be the

unique vertex adjacent tovν in G with dG(vk) = dk.

Consider the subgraphG′ = G−vν and the sequence(d1, . . . , dk−1, dk−1, dk+1, . . . , dν−1).

Let v1, v2, . . . , vν−1 be the respective vertices with these degrees in order inG′. Note

that dk cannot be equal to1, since in that case the edgevkvν itself forms a separate

component ofG, a contradiction toG is connected andν ≥ 3. Thus, the degree se-

quence ofG′ has positive terms.

Further, d1 + . . .+ dk−1 + dk − 1 + dk+1 + . . .+ dν−1

= (d1 + . . .+ dν−1) − 1

= (
∑ν

i=1 di) − dν − 1

= 2(ν − 1) − 1 − 1

= 2((ν − 1) − 1).

By induction assumption,G′ is a tree. Now, to realizeG from G′, attach the pendant

edge vkvν at vk. Therefore,G is a tree.

Exercises

1. If G is a forest with exactly2k vertices of odd degree, prove that there arek edge

disjoint pathsP1, P2, . . . , Pk in G such thatE(G) = E(P1)∪E(P2)∪. . .∪E(Pk).

2. Let T be an arbitrary tree onk + 1 vertices. If G is simple andδ ≥ k, prove

that G has a subgraph isomorphic toT.
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1.7 Cut Edges and Cut Vertices

Cut edges and Bonds

Definition 1.7.1. A cut edge ofG is an edgee such thatω(G− e) > ω(G).

The dark edges of the graph shown in Figure1.7.1 are cut edges.

Figure 1.7.1
Cut edges of a graph

Theorem 1.7.2.An edgee of G is a cut edge ofG if and only if e is contained in no

cycle ofG.

Proof. Let e be a cut edge ofG. We have to prove thate is contained in no cycle of

G.

Since ω(G−e) > ω(G), there exist verticesu and v of G that are connected in

G but not in G− e. Therefore, there is some(u, v)− path P in G which necessarily

traversee. Let x and y be the ends ofe and assume thatx precedesy in P. In

G− e, u is connected tox by a section ofP and y is connected tov by a section of

P.

Supposee were in a cycle, sayC. Then x and y would be connected inG− e

by the pathC−e. Thus u and v would be connected inG−e, which is a contradiction.

Conversely, assume thate = xy is contained in no cycle ofG. We have to prove

that e is a cut edge ofG. Supposee is not a cut edge ofG. Then ω(G− e) = ω(G).

Since there is an(x, y)− path (namely the edgexy ) in G, verticesx and y are in the

same component ofG. It follows that x and y are in the same component ofG−e and

hence there is a(x, y)− path P in G− e. But then P + e is a cycle ofG containing

the edgee, which is a contradiction. Hencee is a cut edge ofG.

Theorem 1.7.3.An edgee is a cut edge of a connected graphG if and only if there

exist verticesu and v such thate belongs to every(u, v)− path.



1.7. CUT EDGES AND CUT VERTICES 41

Proof. Let e = xy be a cut edge ofG. Then G− e has two components, sayG1 and

G2. Let u be in G1 and v be in G2. Then clearly every(u, v)− path in G contains

e.

Conversely, assume that there exist two verticesu and v such thate belongs to

every (u, v)− path in G. Then there exists no(u, v)− path in G− e. HenceG− e is

disconnected and soe is a cut edge ofG.

Theorem 1.7.4.A connected graph is a tree if and only if every edge is a cut edge.

Proof. Let G be a tree ande be an edge ofG.

SinceG is acyclic, the edgee is contained in no cycle ofG.

Therefore, by Theorem 1.7.3, the edgee is a cut edge ofG.

Conversely, assume that every edge of a connected graphG is a cut edge.

Suppose thatG is not a tree.

Then G contains a cycle.

Therefore, by Theorem 1.7.3, the edges in the cycles ofG are not cut edges ofG, which

is a contradiction.

Therefore,G is a tree.

Definition 1.7.5. A spanning tree ofG is a spanning subgraph ofG that is a tree.

For example, a spanning tree of the graphG in Figure 1.7.2 is indicated by the dark

edges.

Figure 1.7.2
A spanning tree of a graph

Corollary 1.7.6. Every connected graph contains a spanning tree.

Proof. Let G be connected and letT be a minimal connected spanning subgraph ofG

( T exists becauseG is a connected spanning subgraph of itself).

By definition, ω(T ) = 1 and ω(T − e) > 1 for each edgee of T.

Therefore each edge ofT is a cut edge. ThereforeT is a tree by Theorem 1.7.3.

Corollary 1.7.7. If G is connected, thenǫ ≥ ν − 1.
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Proof. By Corollary 1.7.6,G contains a spanning tree, sayT.

Thereforeǫ(G) ≥ ǫ(T ).

= ν(T ) − 1, by Theorem 1.6.5

= ν(G) − 1

Thus, ǫ ≥ ν − 1.

Theorem 1.7.8.Let T be a spanning tree of a connected graphG and let e be an edge

of G not in T. Then T + e contains a unique cycle.

Proof. Since T is acyclic, each cycle ofT + e containse.

Moreover, C is a cycle of T + e if and only if C − e is a path inT connecting the

ends of e.

We know that, in a tree, every pair of vertices are connected by a unique path.

ThereforeT + e contains a unique cycle.

Bonds

Definition 1.7.9. For a subsetS ans S ′ of V , we denote by[S, S ′], the set of edges

with one end inS and the other end inS ′. An edge cutof G is a subset ofE of the

form [S, S] where S is a nonempty proper subset ofV and S = V − S.

A minimal nonempty edge cut is called abondof G.

Figure 1.7.3 gives an edge cut and a bond of a graph.

Figure 1.7.3
An edge cut A bond

Remark 1.7.10.Each cut edgee, for instance, gives rise to a bond{e}.

Remark 1.7.11. If G is connected, then a bond ofG is a minimal subsetE ′ of E

such thatG− E ′ is disconnected.

Definition 1.7.12. If H is a subgraph ofG, thecomplement ofH in G, denoted by

H(G), is the subgraphG−E(H). If G is connected, a subgraph of the formT , where

T is a spanning tree, is called acotreeof G.
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Figure 1.7.4 represents a spanning tree and its corresponding cotree.

Figure 1.7.4

Remark 1.7.13.A cotree need not be a tree.

Theorem 1.7.14.Let T be a spanning tree of a connected graphG, and let e be any

edge ofT. Then

(i) the cotreeT contains no bond ofG;

(ii) T + e contains a unique bond ofG.

Proof. (i) Let B be a bond ofG.

Then G − B is disconnected and so cannot contain the spanning treeT, since T is a

connected subgraph ofG.

ThereforeB is not contained inT .

(ii) Let S denote the vertex set of one of the two components ofT − e.

The edge cutB = [S, S] is clearly a bond ofG and is contained inT + e.

Now, for any v ∈ B, T − e + b is a spanning tree ofG. Therefore every bond ofG

contained inT + e must include every such elementb.

It follows that B is the only bond ofG contained inT + e.

Remark 1.7.15.The relationship between bonds and cotrees is analogous to that between

cycles and spanning trees.

Definition 1.7.16. A vertex v of G is acut vertexif E(G) can be partitioned into two

nonempty subsetsE1 and E2 such thatG[E1] and G[E2] have just the vertesv in

common. If G is loopless and nontrivial, thenv is a cut vertex ofG if and only if

ω(Gv) > ω(G).

In Figure 1.7.5, all the dark vertices are the cut vertices.

Figure 1.7.5
Cut vertices of a graph

e

b

b

b
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Theorem 1.7.17.A vertex v of a treeG is a cut vertex ofG if and only if d(v) > 1.

Proof. If d(v) = 0, G ∼= K1 and, clearly,v is not a cut vertex.

If d(v) = 1, G− v is an acyclic graph with

nu(G − v) − 1 edges and thus a tree by Problem 2 in Section 1.6. Henceω(G − v) =

1 = ω(G) and v is not a cut vertex ofG.

If d(v) > 1, Then there are two verticesu and w adjacent tov. The pathuvw

is a (u,w)− path in G. SinceG is a tree,uvw is the unique(u,w)− path in G.

It follows that there is no(u,w)− path in G− v, and henceG− v is disconnected.

Therefore,ω(G− v) > ω(G) = 1.

Thus v is a cut vertex ofG.

Corollary 1.7.18. Every nontrivial connected graph without loops has at least two ver-

tices that are not cut vertices.

Proof. Let G be a nontrivial loopless connected graph.

By Corollary 1.6.6,G contains a spanning treeT. By Corollary 1.7.6 and Therorem

1.7.17, T has at least two vertices that are not cut vertices (by above theorem); letv be

one of them. Thenω(T − v) = 1.

Since T is a spanning subgraph ofG, T − v is a spanning subgraph ofG− v. Thus

ω(G− v) ≤ ω(T − v).

It follows that ω(G − v) = 1 and hence thatv is not a cut vertex ofG. Since There

are at least two such verticesv, the proof is complete.

Solved Problems
Problem 1. A simple cubic connected graph has a cut vertex if and only if it has a cut

edge.

Solution. Let G have a cut vertexv.

Let v1, v2, v3 be the vertices ofG that are adjacent tov in G.

Then G− v is disconnected with two or three components. IfG− v has three compo-

nents, no two ofv1, v2, v3 can belong to the same component ofG− v.

In this case, each of the edgesvv1, vv2 and vv3 is a cut edge ofG (see Figure1.7.6 )
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Figure 1.7.6
(a) (b)

v1 v1

v

v2 v3v2 v3

v

If G − v has two components, one of the vertices sayv1 belongs to one component of

G − v, and the other verticesv2, v3 belong to the other component ofG − v. In this

case,vv1 is a cut edge.

Conversely, lete = uv be a cut edge ofG.

Then G− uv is disconnected with two components, each of which containsat least four

vertices, sinceG is cubic. Therefore, the deletion ofu from G disconnectsG into

two or more components.

Henceu is a cut vertex ofG.

Problem 2. Prove thatG is a forest if and only if every edge ofG is a cut edge.

Solution. Assume thatG is a forest.

Then each component ofG is a tree. Since every edge of a tree is a cut edge, it follows

that every edge ofG is a cut edge. Conversely, assume that every edge ofG is a cut

edge.

Suppose thatG is not a forest.

Then G has a cycle, sayC. By Theorem 1.6.5, every edge onC is not a cut edge of

G, which is a contradiction. HenceG is a forest.

Problem 3. If a graph with at least three vertices has a cut edge, prove that it has a

cut vertex. Is the converse true?

Solution. It suffices to prove the problem for a connected graph.

Let G be a connected graph with at least three vertices.

Let e = uv be a cut edge ofG.

The G− e is disconnected.

Since the deletion of the vertexu (or v ) includes the deletion of the edgee.

SinceG has at least three vertices, it follows thatG−u or G− v is also disconnected.

Hence,u or v is a cut vertex ofG.

The converse of the problem is not true. That is, a graph with acut vertex need not

have a cut edge.
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For example, the dark vertex in the graph in Figure1.7.7. is a cut vertex, but there is not

a cut edge.

Figure 1.7.7

b

A graph with a cut vertex but no cut edge

Excercises

1. If e is an edge of a connected graphG, prove thate is in every spanning tree of

G if and only if e is a cut edge ofG.

2. If G is a graph without loops but has exactly one spanning treeT, prove that

G = T.

3. Prove thatG has at leastǫ− v + ω distinct cycles.

4. If each degree inG is even, prove thatG has no cut edge.

5. If G is a k -regular graph withk > 1, prove thatG has no cut edge.

6. If G is a connected graph andS is any nonempty proper subset ofV, prove

that the edge cut[S, S] is a bond ofG if and only if both G[S] and G[S] are

connected.

7. Prove that every edge cut is a disjoint union of bonds.

1.8 Spanning trees

Definition 1.8.1. An edge e of a graphG is said to be contracted if it is deleted and its

ends are identified. The resulting graph is denoted byG.e

Figure 1.8.1 illustrates the effects of contracting the edge e.
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v1 e1

v4

{v1, v3}

v2 v2

v3v4

e1

e2

e3

e4

e2

e3

e
e4

Contraction of an edge
Figure 1.8.1

Remark 1.8.2. It is clear, from its definition, that

ν(G.e) = ν(G) − 1

ǫ(G.e) = ǫ(G) − 1 and

ω(G.e) = ω(G).

Therefore, if T is a tree, so too isT.e.

Notation. The number of distinct spanning trees ofG is denoted byτ(G).

Figure 1.8.2. shows all the three distinct spanning trees ofC3.

Figure 1.8.2

Distinct spanning trees ofK3

Figure 1.8.3. shows all the four distinct spanning trees ofC4.

Figure 1.8.3
Distinct spanning trees ofC4.

Thus, we see thatτ(C3) = 3 and τ(C4) = 3. In general,τ(Cn) = n.

The complete graph on four vertices has 16 distinct spanningtrees.

They are illustrated in Figure 1.8.4. Thusτ(K4) = 16.
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Figure 1.8.4

Sixteen distinct spanning trees ofK4.

Theorem 1.8.3.(Cayley’s recursive formula) If e is a link of G, then τ(G) = τ(G−

e) + τ(G.e).

Proof. Since every spanning tree ofG that does not containe is also a spanning tree of

G − e and conversely, it follows thatτ(Ge) is the number of spanning trees ofG that

do not containe.

Now to each spanning treeT of G that containse, there corresponds a spanning tree

T.e of G.e.

This correspondence is clearly a bijection.

Figure 1.8.5
G G.e

e

Therefore,τ(G.e) is precisely the number of spanning trees ofG that containe .

it follows that τ(G) = τ(G− e) + τ(G.e).
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In the special case whenG is complete, a simple formula ofτ(G) was discovered

by Cayley in 1889.

Theorem 1.8.4. (Cayley) τ(Kn) = nn−2.

Proof. Let the vertex set ofKn be N = {1, 2, . . . , n}.

We note thatnn−2 is the number of sequences of lengthn− 2 that can be formed

from N .

Thus to prove the theorem, it suffices to establish a one-one correspondence be-

tween the set of spanning trees ofKn and the set of such sequences.

With each spanning treeT of Kn, we associate a unique sequence{t1, t2, . . . , tn−2}

as follows:

RegardingN as an ordered set, lets be the first vertex of degree one inT”; the

vertex adjacent tos is taken ast1. We now deletes1 from T, denote byS2 the first

vertex of degree one inT − s and take the vertex adjacent tos2 as t2. This operation

is repeated untiltn−2 has been defined and the tree with just two vertices remains. The

tree in Figure1.8.7, for instance, gives rise to the sequences(4, 3, 5, 3, 4, 5). It can be

seten that different spanning trees ofKn determine different sequences.

Figure 1.8.7

(4,3,5,3,4,5)

1

2 3 4 5 6

7 8

The reverse procedure is equally straightforward. Observe, first that any vertexv of

T occurs dr(v) − 1 times in (t1, t2, . . . , tn−2). Thus the vertices of degree one in

T are precisely those that do not appear in this sequence. To reconstruct T from

(t1, t2, . . . , tn−2) we therefore proceed as follows:

Let s1 be the first vertex ofN not in (t1, t2, . . . , tn−2); join s1 to t1. Next, let

s2 be the first vertex ofN\{s1} not in (t1, t2, . . . , tn−2); and join s2 to t2. Continue in

this way until then−2 edgess1t1, s2t2, . . . , sn−2tn−2 have been determined.T is now

obtained by adding the edge joining the two remaining vertices of N\{s1, s2, . . . , sn−2}.

It is easily verified that different sequences give rise to different spanning trees ofKn.

We have thus established the desired one-to-one correspondence.
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Remark 1.8.5. Note that nn−2 is not the number of nonisomorphic spanning trees of

Kn; but the number of distinct spanning trees ofKn; there are just six nonisomorphic

spanning trees ofK6, whereas there are64 = 1296 distinct spanning trees onK6.

Definition 1.8.6. A wheelis a graph obtained from a cycle by adding a new vertex and

joining it with all the vertices of the cycle. The new edges are called thespokesof the

wheel. A wheel onn vertices is denoted byWn.

Figure 1.8.8 showsW3, W5 and W6.

Figure 1.8.8

W5 W6
W3

Exercises
1. Draw the distinct spanning trees ofK5. How many of them are nonisomorphic?

2. Draw the distinct spanning trees ofW4. How many of them are nonisomorphic?

3. Using Cayley’s recursive formula, evaluate the number of spanning trees ofK3,3.

4. If e is an edge ofKn, prove thatτ(Kn − e) = (n− 2)nn−3.

5. Obtain an expression for the number of spanning trees ofWn.



Chapter 2

CONNECTIVITY AND EULER

TOURS

2.1 Connectivity

Consider the four connected graphs in Figure2.1.1. G1 is a tree, a minimal con-

nected graph. Deletion of any of the four edges disconnects it. But G2 cannot be dis-

connected by the deletion of a single edge, but can be disconnected by the deletion of

one vertex, its cut vertex. There are no cut edges or cut vertices in G3, but even soG3

is not well connected asG4, the complete graph on4 vertices. Thus, intuitively, each

successive graph is more strongly connected than the previous one. This leads to the con-

cept of connectivity and edge connectivity which measure the extent to which the graph

is connected.

Figure 2.1.1
G1 G4G3G2

Definition 2.1.1. A vertex cutof G is a subsetV ′ of V such thatG − V ′ is discon-

nected. Ak -vertex cutis a vertex cut ofk elements.

A complete graph has no vertex cut; in fact, the only graphs that do not have vertex

cuts are those that contain complete graphs as spanning subgraphs.

If G has at least one pair of distinct nonadjacent vertices, theconnectivityof G,

51
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denoted byκ(G), is the minimum k for which G has ak -vertex cut; otherwise, we

define κ(G) to be ν − 1. Thus, κ(G) = 0 if G is either trivial or disconnected. The

graphG is said to bek -connectedif κ(G) ≥ k.

All nontrivial connected graphsG are 1 -connected, that is,κ(G) ≥ 1.

Definition 2.1.2. A edge cutof G is a subset ofE(G) of the form [S, S], where S is

a nonempty proper subset ofV (G). A k -edge cutis a edge cut ofk elements.

If G is nontrivial andE ′ is an edge cut ofG, then G − E ′ is disconnected;

then we define theedge connectivityof G, denoted byκ′(G), to be the minimumk for

which G has ak -edge cut. IfG is trivial, we defineκ′(G) to be 0. Thus, κ′(G) = 0

if G is either trivial or disconnected, andκ′(G) = 1 if G is a connected graph with a

cut edge. The graphG is said to bek -edge-connectedif κ′(G) ≥ k.

All nontrivial connected graphsG are 1 -edge-connected, that is,κ′(G) ≥ 1.

Figure 2.1.2

Graph with κ = 2, κ′ = 3 and δ = 4

Theorem 2.1.3.For any graphG, κ ≤ κ′ ≤ δ.

Proof. First we prove the inequalityκ′ ≤ δ. If G is trivial, then κ′ = 0 ≤ δ. Otherwise,

the set of links incident with a vertex of degreeδ constitute aδ -edge cut ofG. It

follows that κ′ ≤ δ.

We now prove thatκ ≤ κ′ by induction onκ′.

If κ′ = 0, then G must be either trivial or disconnected and soκ = 0. Therefore,

the inequalityκ ≤ κ′ is true if κ′ = 0.

Assume that the inequalityκ ≤ κ′ is true for all graphs with edge connectivity less than

k.

Let G be a graph withκ′(G) = k > 0; let e be an edge in ak -edge cut ofG.

Consider the subgraphH = G− e.

Clearly κ′(H) = k − 1 and so by induction hypothesis,κ(H) ≤ κ′(H) = k − 1.

If H contains a complete graph as a spanning subgraph, then so does G and

κ(G) = κ(H) ≤ k − 1. Otherwise, letS be a vertex cut ofH with κ(H) elements.

SinceH − S is disconnected, one of the following holds:

(i) G− S is disconnected; and
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(ii) G− S is connected with a cut edgee.

If (i) holds, then κ(G) ≤ κ(H) ≤ k − 1 < k = κ′(G).

If (ii) holds, then eitherν(G− S) = 2 or G− S has a 1-vertex cut.

If ν(G−S) = 2, then κ(G) ≤ ν(G)− 1 = κ(H) + 1 ≤ k− 1 + 1 = k = κ′(G).

If G− S has a 1-vertex cut, say{v}, then S ∪ {v} is a vertex cut ofG

and κ(G) ≤ κ(H) + 1 ≤ k = κ′(G).

Thus in each case, we haveκ(G) ≤ κ′(G).

Therefore, the result follows by the principle of induction.

Remark 2.1.4. The graph in Figure 2.1.2 shows that strict inequality can hold in the

above theorem.

Theorem 2.1.5.A set F of edges inG is an edge cut if and only ifF contains an even

number of edges from every cycle inG.

Proof. Necessity.A cycle must wind up on the same side of an edge cut that it starts on,

and thus it must cross the cut an even number of times.

Sufficiency. Given a setF that satisfies the intersection condition with every cycle,we

construct a setS ⊂ V (G) such thatF = [S, S]. Each component ofG − F must be

all in G[S] or all in G[S], but we must group them appropriately. Define a graphH

whose vertices correspond to the components ofG−F ; for eache ∈ F, we put an edge

in H whose endpoints are the components ofG− F containing the endpoints ofe.

We claim thatH is bipartite. From a cycleC in H, we can obtain a cycleC ′ in

G as follows. Forv ∈ V (C) let e, f be the edges ofC incident to v (not necessarily

distinct), and letx, y be the endpoints ofe, f in the component ofG−F corresponding

to v. We expandv into an (x, y) path in that component. SinceC visits each vertex

at most once, the resultingC ′ is a cycle inG. The number of edges ofF in C ′ is the

length of C. Hence the length ofC is even.

We conclude thatH is bipartite. LetS be the set of vertices in the components

of G−F corresponding to one partite set in a bipartition ofH. Now F is the edge cut

[S, S].

Lemma 2.1.6. If G′ is obtained from a connected graphG by adding edges joining

pairs of vertices whose distance inG is 2, thenG′ is 2-connected.

Proof. Since G′ is obtained by adding edges toG, G′ is also connected. IfG′ has a

cutvertex v, then v is also a cutvertex inG, since G − v is a spanning subgraph of

G′−v. By construction, neighbors ofv in G are adjacent inG′, and hence they cannot

be in different components ofG′ − v. HenceG′ − v has only one component.
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Solved Problems
Problem 1. Let G be a 3-connected graph, and letxy be an edge ofG. Show that

G− xy is 3-connected if and only ifG− {x, y} is 2-connected.

Solution. Given that G is 3-connected with an edgexy ∈ E(G). Let G − xy is 3-

connected. To showG− {x, y} is 2-connected. Suppose if possibleG− {x, y} is not

2-connected. Then there exist a vertexz in G − {x, y} which separateG − {x, y}.

Then {z, vxy} becomes a separating set ofG− xy, a contradiction. HenceG− {x, y}

is 2-connected.

Conversely, supposeG−{x, y} is 2-connected. To showG−xy is 3-connected. If pos-

sible let G− xy is not 3-connected. Then there exist a separating set{u, v} in G− xy

which separateG − xy . Now if u, v 6= vxy then {u, v} becomes a separating set of

G, a contradiction. Supposeu = vxy. Then v separatesG − {x, y}, a contradiction.

HenceG− xy is 3-connected.

Problem 2. Every triangle-free simple graph with minimum degree at least 3 and or-

der at most 11 is 3-edge-connected.

Solution. Let [S, S] be an edge cut of size less than 3, with|S| ≤ |S|. Let k = |S|.

Since δ(G) ≥ 3 and [S, S] ≤ 2, the fundamental theorem on graphs yieldse(G[S]) ≥

(3k − 2)

2
. Since G[S] is triangle-free, thene(G[S]) ≤

⌊

k2

4

⌋

. Hence
k2

4
≥

(3k − 2)

2
.

For positive integerk, this inequality is valid only whenk ≥ 6. Since the smaller side

of the cut has at most five vertices, we obtain a contradiction, and there is no edge cut of

size at most 2.

The bound of 11 is sharp. The 3-regular triangle-free graph of order 12 shown be-

low is not 3-edge-connected.
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Problem 3. Show that ifG is k -edge connected, thenǫ ≥
kν

2
.

Solution. We know that
∑

v∈V (G)

d(v) = 2ǫ.

If the vertices arev1, v2, . . . , vν , then d(v1) + d(v2) + . . .+ d(vν) = 2ǫ.

SinceG is k -edge connected,κ′(G) ≥ k. We know thatκ ≤ κ′ ≤ δ. Hence,κ ≤ δ.

νδ ≤
∑

d(v) = 2ǫ

νk ≤ νδ ≤ 2ǫ

⇒ νk ≤ 2ǫ

⇒ ǫ ≥
1

2
νk.

Problem 4. Find a simple graph withδ = ν − 3 and κ < δ.

Soluion.

u

Here ν = 5, δ = 2 = ν − 3. Since u is vetex cut,κ = 1 < δ.

Problem 5. Find a simple graphG with δ ≥ [
ν

2
− 1] and κ′ < δ.

Solution.

u

Here ν = 8, δ = [
ν

2
− 1] = [4 − 1] = 3 and κ′ = 1 < δ(= 3).
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Problem 6. If G is simple and3 -regular, prove thatκ = κ
′

.

Solution. It suffices to consider only connected cubic graphG. Further sinceκ ≤ κ′ ≤

δ = 3, we have to consider only the cases whenκ = 1, 2, or 3.

By Problem 1 of Section 1.7, we have, for a simple cubic graph,κ = κ′ if κ = 1.

If κ = 3, then by Theorem 2.1.3,κ ≤ κ′ ≤ δ = 3, and henceκ′ = 3.

We shall now prove thatκ = 2 implies thatκ′ = 2.

Let κ = 2 and {u, v} be a 2 -vertex cut of G. The deletion of{u, v} results in a

disconnected subgraphG′ of G. Since each ofu and v must be joined to a vertex of

each component ofG′ and sinceG is cubic, G′ can have at most three components.

If G′ has precisely three componentsG1, G2 and G3, and if ei and fi, i =

1, 2, 3 join respectivelyu and v in Gi, then each pair{ei, fi} is an edge cut ofG.

Figure 2.1.3

G1

u v

e1 f1G2

G3

e2
e3

f2

f3

If G′ has only two componentsG1 and G2, then eachu and v is joined to one of

G1 and G2 by a single edgee and f respectively so that{e, f} is an edge cut ofG.

Figure 2.1.4

G1

G2

uv
fe

G1 G1

uu vv

G2G2

ee ff

Thus in either case, there exists an edge cut consisting of two edges. Henceκ′ ≤ 2. But,

by Theorem 2.1.3,κ′ ≥ κ = 2. Henceκ′ = 2.

Thus κ = κ′.

Problem 7. Prove that the connectivity of thek -cube is k.

Solution. We know that thek -cube Qk is k -regular. By deleting the neighbours of

any vertex we can get the resulting graph disconnected. Hence κ(Qk) ≤ k.
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To prove thatκ(Qk) ≥ k, we have to prove that any vertex cut ofQk has at leastk

vertices. We prove this by induction onk.

For k = 1, Q1
∼= K2 and soκ(Q1) = 1.

Now assume thatk > 1 and κ(Qk−1) ≥ k − 1.

Note that Qk can be obtained from two copies, sayQ,Q′ of Qk−1, by joining the

corresponding vertices inQ and Q′. Let S be any arbitrary vertex cut ofQk.

Figure 2.1.4
Q Q′

If both Q − S and Q′ − S are connected, thenQk − S is also connected unlessS

deletes at least one end vertex of every edge newly added. This requires|S| ≥ 2k−1. But

2k−1 ≥ k for k ≥ 2. Thus, κ(Qk) ≥ k. Now, we may assume that one of them, say

Q − S is disconnected. ThenS has at leastk − 1 vertices fromV (Q) by induction

hypothesis. IfS contains no vertices ofQ′, then Q′ − S is connected. Since every

vertex of Q− S has a neighbour inQ′ − S, it follows that Q− S is connected, giving

a contradiction. HenceS must also contain a vertex ofQ′ so that |S| ≥ k. Hence

κ(Qk) ≥ k.

Thus, κ(Qk) = k.

Problem 8. If G is k -connected, prove thatǫ ≥
kν

2
. Deduce that there is no3 -

connected simple graph with7 edges.

Solution. SinceG is k -connected,κ(G) ≥ k. Further, κ ≤ δ by Theorem 2.1.3.

Thus, δ ≥ κ ≥ k. By the fundamental theorem on graphs, we have

2ǫ =
∑

d(v) ≥ νδ ≥ νk.

Therefore,ǫ ≥
νk

2
.

If possible, suppose there exists a3 -connected simple graphG with 7 edges.

Since ǫ(K4) = 6, it follows that ν(G) ≥ 5.

Thereforeǫ ≥
3ν

2
=

15

2
, giving a contradiction.

Exercises
1. Let G be a 2-connected graph withδ(G) ≥ 3. Prove that there exist a vertex

v ∈ V (G) such thatG− v is also 2-connected.
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2. If G is k -edge connected withk > 0 and if E ′ is a set ofk edges ofG,

prove thatω(G− E ′) ≤ 2.

3. For k > 0, find a k -connected graphG and a setV ′ of vertices ofG

such thatω(G− V ′) > 2.

4. If G is k -edge connected, prove thatǫ ≤
kν

2
.

5. If G is simple andδ ≤ ν − 2, prove thatκ = δ.

6. Find a simple graph withδ = ν − 3 and κ < δ.

7. If G is simple andδ ≥ ν − 2, prove thatκ′ = δ.

8. Find a simple graphG with δ ≥ [
ν

2
− 1] and κ′ < δ.

9. If G is simple andδ ≥
ν + k − 2

2
, then prove thatG is k -connected.

10. If l,m and n are integers such that0 < l ≤ m ≤ n, then prove that

there exists a simple graphG with κ = l, κ′ = m and δ = n.

2.2 Blocks

Definition 2.2.1. A connected graph with no cut vertices is called ablock. Every block

with at least three vertices is2 -connected. Ablock of a graphis a subgraph that is a

block and is maximal with respect to this property. Every graph is the union of its blocks.

Figure 2.2.1 shows a graph and its blocks.

Figure 2.2.1

Six blocks ofGG

Definition 2.2.2. A family of paths in G is said to beinternally-disjoint if no vertex of

G is an internal vertex of more than one path of the family.

Theorem 2.2.3.A graph G with ν ≥ 3 is 2 -connected if and only if any two vertices

of G are connected by at least two internally disjoint paths.
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Proof. If any two vertices ofG are connected by at least two internally disjoint paths,

then clearlyG is connected and has no1 -vertex cut. HenceG is 2 -connected.

Conversely, letG be a 2 -connected graph. We have to prove that any two vertices

u and v are connected by at least two internally disjoint paths. We shall prove the result

by induction ond(u, v).

Supposed(u, v) = 1. Since G is 2 -connected, the edgeuv is not a cut edge

and therefore it is contained in a cycle. It follows thatu and v are connected by two

internally disjoint inG.

Now assume that the converse part of the theorem holds for anytwo vertices at

distance less thank and let d(u, v) = k ≥ 2.

Consider a(u, v) -path of lengthk and let w be the vertex that precedesv on

this path. Sinced(u,w) = k − 1, it follows from the induction hypothesis that there are

two internally disjoint (u, v) -paths, sayP and Q in G.

Also sinceG is 2 -connected,G−w is connected and so it contains a(u, v) -path, say

P ′. Let x be the last vertex ofP ′ that is also inP ∪ Q. Since u is in P ∪ Q, there

is such anx; we do not exclude the possibility thatx = v.

Figure 2.2.2

P

Q

P ′

u v

x

We may assume, without loss of generality, thatx is in P. Then G has two internally

disjoint (u, v) -paths, one composed of theu− x section ofP together with thex− v

section ofP ′, and the other composed ofQ together with the pathwv.

Corollary 2.2.4. If G 2 -connected, then any two vertices ofG lie on a common cycle.

Proof. This follows immediately from the above theorem, since two vertices lie on a

common cycle if and only if they are connected by two internally disjoint paths.

Definition 2.2.5. An edge e is said to be subdivided when it is deleted and replaced by a

path of length two connecting its ends, the internal vertex of this path being a new vertex.
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Figure 2.2.3
Subdivision of an edge

Above theorem has a generalization tok -connected graphs, known asMengers
theorem: a graphG with ν ≥ k + 1 is k -connected if and only if any two distinct

vertices ofG are connected by at leastk internally disjoint paths.

There is also an edge analogue to this theorem: a graphG is k -edge-connected if

and only if any two distinct vertices ofG are connected by at leastk edge-disjoint paths.

Exercises
1. Prove that a graph is2 -connected if and only if any two vertices are connected

by at least two edge-disjoint paths.

2. Give an example to show that ifP is a (u, v) -path in a 2 -connected graphG,

then G does not necessarily contain a(u, v) -path internally disjoint fromP.

3. Let G be a 2− connected graph and letX and Y be disjoint subsets ofV,

each containing at least two vertices. Show thatG contains disjoint pathsP

and Q such that

(i) the origins ofP and Q belong toX,

(ii) the terminus ofP and Q belong to y, and

(iii) no internal vertex ofP or Q belongs toX ∪ Y.

4. Show that a connected graph which is not a block has at leasttwo blocks that

contain exactly one cut vertex.

5. Show that the number of blocks inG is equal toω +
∑

v∈V

(b(v) − 1),

where b(v) denotes the number of blocks ofG containing v.

6. Show that ifG has no even cycles, then each block ofG is eitherK2 or an

odd cycle.

2.3 Euler Tours

Leonhard Paul Euler (1707- 1783) was a pioneering Swiss mathematician, who

spent most of his life in Russia and Germany. Euler (pronounced as OILER) solved the

first problem using graph theory and thereby led the foundation of very vast and important

field of graph theory. He created first graph to simulate a realtime place and situation to

solve a problem which was then considered one of the toughestproblems.
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The Konigsberg Bridge Problem:

The Knigsberg bridge problem originated in the city of Knigsberg, formerly in

Germany but, now known as Kaliningrad and part of Russia, located on the river Preger.

The city had seven bridges, which connected two islands withthe main-land via seven

bridges. People staying there always wondered whether was there any way to walk over

all the bridges once and only once. The picture shown in Figure 1.1 is the geographic

map of Knigsberg during Euler’s time showing the actual layout of the seven bridges,

highlighting the river Preger and the bridges.

In 1736, Euler came out with the solution in terms of graph theory. He proved

that it was not possible to walk through the seven bridges exactly one time. In coming to

this conclusion, Euler formulated the problem in terms of graph theory. He drew a pic-

ture consisting of dots (vertices) that represented the land masses and the line-segments

(edges) representing the bridges that connected those landmasses. The resulting picture

might have looked somewhat similar to the graph shown in Figure 1.1. This simplifies

the problem to great extent. Now, the problem can be merely seen as the way of tracing

the graph with a pencil without actually lifting it. One can try it in all possible ways, but

you will soon figure out, it is not possible. But Euler not only proved that its not possible,

but also explained why it is not and what should be the characteristic of the graphs, so

that its edge could be traversed exactly once. He then came out with the new concept of

degree of vertices. The degree of a vertex can be defined as thenumber of edges touching

the vertex. Euler proposed that any given graph can be traversed with each edge traversed

exactly once if and only if it had, zero or exactly two vertices with odd degrees.

Definition 2.3.1. A trail that traverses every edge ofG is called aneuler trail. A tour of

G is a closed walk that traverses each edge ofG at least once. An euler tour (euler trail)

is a tour which traverses each edge exactly once.

An example of a eulerian graph shown below:

Figure 2.3.3. Euler graph
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Theorem 2.3.2.A nonempty connected graph is eulerian if and only if it has novertices

of odd degree.

Proof. Let G be eulerian and letC be an euler tour ofG with origin (and terminus)

u. Each time a vertexv occurs as an internal vertex ofC, two of the edges incident

with v are accounted for. Since an euler tour contains every edge ofG, d(v) is even for

all v 6= u. Similarly, sinceC starts and ends atu, d(u) is also even. ThusG has no

vertices of odd degree.

Now, assume, to the contrary, that the sufficiency part does not hold. Then there

exists a nonempty noneulerian connected graph with no vertices of odd degree; choose

such a graphG with as few edges as possible. Since each vertex ofG has degree at least

two, G contains a closed trail. LetC be a closed trail of maximum possible length inG.

By our assumption,C is not an euler tour ofG and soG−E(C) has some component

G′ with E(G′) > 0. Since C itself is eulerian, is has no vertices of odd degree; thus

the connected graphG′ also has no vertices of odd degree. Sinceǫ(G′) < ǫ(G), it

follows from the minimality of ǫ(G) that G′ has an euler tourC ′. Now, becauseG

is connected, there is a vertexv in V (C) ∩ V (C ′) and we may assume, without loss

of generality, thatv is the origin and terminus of bothC and C ′. But then CC ′ is

a closed trail ofG with ǫ(CC ′) > ǫ(C), contradiction to the choice ofC, which

completes the proof.

Corollary 2.3.3. A connected graph has an euler trail if and only if it has at most two

vertices of odd degree.

Proof. If G has an euler trail, then as in the proof of above theorem, eachvertex other

than the origin and terminus of this trail has even degree inG. Hence G has at most

two vertices of odd degree.

Conversely, suppose thatG is a nontrivial connected graph with at most two ver-

tices of odd degree. IfG has no such vertices, then, by Theorem 2.3.2,G has a closed

euler trail. Otherwise,G has exactly two verticesu and v of odd degree. In this

case, letG + e denote the graph obtained fromG by the addition of a new edgee

joining u and v. Clearly, each vertex ofG + e has even degree and so by Theorem

2.3.2, G + e has an euler tourC = v0e1v1 . . . es+1vs+1 where e1 = e. Then the trail

v1e2v2 . . . es+1vs+1 is an euler trail ofG.
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Solved Problems

Problem 1. If G has no vertices of odd degree, prove that there are edge disjoint cy-

cles C1, C2, . . . , Cm such thatE(G) = E(C1) ∪ E(C2) ∪ . . . ∪ E(Cm).

Solution. It suffices to prove the problem for connected graphs. LetG be a nontrivial

connected graph. SinceG has no vertex of odd degree, every vertex is of even degree

and henceδ(G) ≥ 2. Then we know thatG contains a cycle, sayC1. Remove the

edges ofC1 from G. We get a spanning subgraphG1 in which again every vertex

has even degree, since only the vertices ofC1 have lost their degree by two inG1. If

G1 has no edges, then all the edges ofG form a cycle and the result is true. Other-

wise, G1 has a cycle, sayC2. As before, remove the edges ofC2 from G1. We get

a spanning subgraphG2 in which every vertex has even degree. Continuing this pro-

cess, after some finite number of steps, we get a graphGm with no edges. Thus, we

have got cyclesC1, C2, . . . , Cm whose edges form a partition of the edges ofG. Thus,

E(G) = E(C1) ∪ E(C2) ∪ . . . ∪ E(Cm).

Problem 2. If a connected graph has2k (> 0) vertices of odd degree, prove that there are

k edge disjoint trailsQ1, Q2, . . . , Qk such thatE(G) = E(Q1)∪E(Q2)∪ . . .∪E(Qk).

solution Let the 2k odd vertices bev1, v2, . . . , vk, w1, w2, . . . , wk in any arbitrary or-

der. Construct a new graphG′ by adding k edges (v1, w1), (v2, w2), . . . , (vk, wk).

Note that G′ may be a multi-graph. Now two of these edges are incident at the same

vertex. Further, every vertex ofG′ is of even degree. HenceG′ has a closed eu-

lerian trail (euler tour)T. Since no two of these edges are adjacent, it will split into

k open trailsQ1, Q2, . . . , Qk whose edges form a partition of the edges ofG. Thus,

E(G) = E(Q1) ∪ E(Q2) ∪ . . . ∪ E(Qk).

Exercises
1. Does there exist an eulerian graph with

(a) an even number of vertices and an odd number of edges?

(b) an odd number of vertices and even number of edges?

Draw such a graph if exists.

2. Prove that a connected graphG is eulerian if and only if each of its block is

eulerian.

3. Prove that a connected graphG is eulerian if and only if each of its edge cut has

an even number of edges.
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2.4 Hamiltonian Cycles

Hamiltonian graphs are named after Sir William Hamilton, anIrish Mathematician

(1805-1865), who invented a puzzle, called the Icosian game, which he sold for 25 guineas

to a game manufacturer in Dublin. The puzzle involved a dodecahedron on which each of

the 20 vertices was labelled by the name of some capital city in the world. The aim of the

game was to construct, using the edges of the dodecahedron a closed walk of all the cities

which traversed each city exactly once, beginning and ending at the same city. In other

words, one had essentially to form a Hamiltonian cycle in thegraph corresponding to the

dodecahedron. Figure 2.4.1 shows such a cycle.

In contrast with the case of eulerian graphs, no nontrivial necessary and sufficient

for a graph to be hamiltonian is known; in fact the problem of finding such a condition is

one of the main unsolved problems of graph theory. we will study necessary conditions

and sufficient conditions. A multigraph graph is hamiltonian if and only if its underlying

graph is hamiltonian, because ifG is hamiltonian, then any hamiltonian cycle inG

remains a hamiltonian cycle in the underlying graph ofG. Conversely, if the underlying

graph of a graphG is hamiltonian, thenG is also hamiltonian.

Figure 2.4.1
The dodecahedron

Definition 2.4.1. A path that contains every vertex ofG is called ahamiltonian pathof

G. A hamiltonian cycleof G is a cycle of that contains every vertex ofG. A graph is

hamiltonianif it contains a hamiltonian cycle.

Figure 2.4.2
The Harschel graph
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The dodecahedron is hamiltonian and the Herschel graph shown in Figure 2.4.2 is non-

hamiltonian.

We shall first present a simple necessary condition.

Theorem 2.4.2. If G is hamiltonian, then, for every nonempty proper subsetS of

V, ω(G− S) ≤ |S|.

Proof. Let C be a hamiltonian cycle ofG. Then, for every nonempty proper subsetS

of V, ω(C − S) ≤ |S|.

Also, C − S is a spanning subgraph ofG− S and so

ω(G− S) ≤ ω(C − S)

Therefore,ω(G− S) ≤ |S|.

We now discuss sufficient conditions for a graphG to be hamiltonian. We start

with a result due to Dirac.

Theorem 2.4.3.If G is a simple graph withν ≥ 3 and δ ≥ ν
2
, then G is hamiltonian.

Proof. We prove by the method of contradiction.

Suppose that the theorem is false. LetG be a maximal nonhamiltonian simple graph

with ν ≥ 3 and δ ≥ ν
2
.

Since ν ≥ 3, G cannot be complete. Letu and v be nonadjacent vertices ofG.

Since δ ≥ ν
2
,

d(u) + d(v) ≥ ν
2

+ ν
2

⇒ d(u) + d(v) ≥ ν . . . . . . (1)

By the choice ofG, G+ uv is hamiltonian. SinceG is nonhamiltonian, each hamilton

cycle of G+ uv must contain the edgeuv. Thus there is a hamilton pathv1, v2, . . . , vν

in G with origin u = v1 and terminusv = vν . Set

S = {vi|uvi+1 ∈ E(G)} and T = {vi|viv ∈ E(G)}

Since vν /∈ S ∪ T, we have

|S ∪ T | < ν . . . . . . (2)

We claim thatS ∩ T = φ

SupposeS ∩ T contained some vertex, sayv1, then G would have a hamilton

cycle v1v2 . . . vivνvν−1 . . . vi+1v1, contradiction to our assumption.
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Figure 2.4.3

v1 vν−1vi vi+1v3v2 vi vν

Hence,S ∩ T = φ

⇒ |S ∩ T | = 0 . . . . . . (3)

Using (2) and (3), we obtain

d(u) + d(v) = |S| + |T |

= |S ∪ T | + |S ∩ T |

< ν

This contradicts (1). Hence the theorem.

Lemma 2.4.4.Let G be a simple graph and letu and v be nonadjacent vertices inG

such thatd(u)+d(v) ≥ ν. ThenG is hamiltonian if and only ifG+uv is hamiltonian.

Proof. If G is hamiltonian, then triviallyG + uv is hamiltonian. Conversely, suppose

that G+ uv is hamiltonian butG is not hamiltonian. Then as in the proof of the above

theorem, we obtaind(u)+ d(v) < ν, which contradicts the hypothesis. Therefore,G is

hamiltonian.

Definition 2.4.5. The closure ofG is the graph obtained fromG by recursively joining

the pairs nonadjacent vertices whose degree sum is at leastν until no such pair remains.

We denote the closure ofG by c(G).

Construction of the closure of a graph on six vertices is shownin Figure 2.4.4.

G c(G)
Figure 2.4.4. The closure of a graph

Lemma 2.4.6. c(G) is well defined.

Proof. Let G1 and G2 be two graphs obtained fromG by recursively joining pairs of

nonadjacent vertices whose degree sum is at leastν until no such pair remains.
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Denote bye1, e2, . . . , em and f1, f2, . . . , fn the sequence of edges added toG in order

to obtainG1 and G2 respectively.

We shall show that eachei is an edge ofG2 as well as eachfi is an edge ofG1.

If possible, let ek+1 = uv be the first edge in the sequencee1, e2, . . . , em that is not an

edge ofG2.

SetH = G+{e1, e2, . . . , ek}. It follows form the definition ofG1 that dH(u)+dH(v) ≥

ν.

By the choice ofek+1, H is a subgraph ofG2.

Therefore,dG2
(u) + dG2

(v) ≥ ν.

This is a contradiction, sinceu and v are nonadjacent inG2. Therefore, eachei is an

edge ofG2, and similarly, eachfi is an edge ofG1.

Hence,G1 = G2. Thus c(G) is well defined.

Theorem 2.4.7.A simple graph is hamiltonian if and only if its closure is hamiltonian.

Proof. Apply Lemma 2.4.4 each time an edge is added in the formation of the closure.

Corollary 2.4.8. Let G be a simple graph withν ≥ 3. If c(G) is complete, thenG is

hamiltonian.

Proof. Since complete graphs on at least three vertices are hamiltonian, c(G) is complete

and hence it is hamiltonian.

HenceG is hamiltonian by Theorem 2.4.7.

Remark 2.4.9. Since c(G) is clearly complete whenδ ≥ ν
2
, Dirac’s theorem is an

immediate corollary.

Theorem 2.4.10. (Chvatal) Let G be a simple graph with degree sequence

(d1, d2, . . . , dν) where d1 ≤ d2 ≤ . . . ≤ dν and ν ≥ 3. Suppose that there is no value

of m less than
ν

2
for which dm ≤ m and dν−m < ν −m. ThenG is hamiltonian.

Proof. Let G satisfy the hypothesis. We shall show that its closurec(G) is complete,

and the conclusion will then follow from Corollary 2.4.8.

We denote the degree of vertexv in c(G) by d′(v).

Suppose thatc(G) is not complete. Letu and v be two nonadjacent vertices in

c(G) with

d′(u) ≤ d′(v) . . . (1)

and d′(u) + d′(v) is as large as possible.
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Since no two nonadjacent vertices inc(G) can have degree sumν or more, we have

d′(u) + d′(v) < ν . . . (2)

Now denote the set of vertices inV \{v} which are nonadjacent tov in c(G) by S

and he set of vertices inV \{u} which are nonadjacent tou in c(G) by T.

Clearly, |S| = ν − 1 − d′(v) and

|V | = ν − 1 − d(u) . . . (3)

Furthermore, by the choices ofu and v, each vertex inS has degree at mostd′(u)

and each vertex inT ∪ u has degree at mostd′(v).

Seting d′(u) = m and using (2) and (3), we find thatc(G) has at leastm vertices

of degree at mostm and at leastν −m vertices of degree less thanν −m. Because

G is a spanning subgraph ofc(G), the same is also true forG.

Therefore,dm ≤ m and dν−m < ν −m.

But this contradicts the hypothesis, since by (1) and (2)m < ν
2
.

Therefore,c(G) is complete.

Hence,G is hamiltonian by Corollary 2.4.8.

Definition 2.4.11.A sequence of real numbers(p1, p2, . . . , pn) is said to bemajorisedby

another such sequence(q1, q2, . . . , qn) if pi ≥ qi for 1 ≤ i ≤ n. A graph G is degree

majorised by a graphH if ν(G) = ν(H) and the nondecreasing degree sequence ofG

is majorised by that ofH.

For instance, the 5-cycle is degree majorised byK2,3 because the degree sequence

(2, 2, 2, 2, 2) of the 5-cycle is majorised by the degree sequence(2, 2, 2, 3, 3) of K2,3.

Definition 2.4.12. Let G and H be two disjoint graphs. Then theirjoin G ∨H is the

graph obtained fromG+H by joining each vertex ofG to each vertex ofH.

G H

The join of G and H
Figure 2.4.5
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Notation
For 1 ≤ m < n

2
, let Cm,n denote the graphKm ∨ (Kc

m +Kn−2m).

It is illustrated in Figure2.4.6.

Figure 2.4.6

Kc
m

Km Kn−2m

C1,5 and C2,5 are illustrated in Figure2.4.7.

Figure 2.4.7
C1,5 C2,5

Theorem 2.4.13. Cm,n is nonhamiltonian.

Proof. Let S denote the set ofm vertices of degreen− 1 in Cm,n.

Then we haveω(Cm,n − S) = m+ 1 > |S|.

By Theorem 2.4.2,Cm,n is nonhamiltonian.

Theorem 2.4.14.If G is a nonhamiltonian simple graph withν ≥ 3, then G is degree

majorised by someCm,ν .

Proof. Let G be a nonhamiltonian simple graph with degree sequence(d1, d2, . . . , dν),

where d1 ≤ d2 ≤ . . . ≤ dν and ν ≥ 3 . Then by Chvatal Theorem, there existsm < ν
2

such thatdm ≤ m and dν−m ≤ ν −m. Therefore,(d1, d2, . . . , dν) is majorised by the

sequence

(m, . . . ,m, ν −m− 1, . . . , ν −m− 1, ν − 1, . . . , ν − 1)

with m terms equal tom, ν − 2m terms equal toν −m − 1 and m terms equal to

ν − 1 and this latter sequence is the degree sequence ofCm,ν .

Corollary 2.4.15. If G is a simple graph withν ≥ 3 and ǫ >
(

ν−1
2

)

+ 1, then G

is hamiltonian. Moreover, the only nonhamiltonian simple graph with ν vertices and
(

ν−1
2

)

+ 1 edges areC1,ν and, for ν = 5, C2,5.



70 CHAPTER 2. CONNECTIVITY AND EULER TOURS

Proof. Let G be a nonhamiltonian simple graph withν ≥ 3. By Theorem 2.4.14,G is

degree majorised byCm,ν for some positive integerm < ν
2
. Therefore, by the funda-

mental theorem on graphs,

ǫ(G) ≤ ǫ(Cm,ν) . . . (1)

= 1
2
[m2 + (ν − 2m)(ν −m− 1) +m(ν − 1)]

=
(

ν−1
2

)

+ 1 − 1
2
(m− 1)(m− 2) − (m− 1)(ν − 2m− 1)

≤
(

ν−1
2

)

+ 1. . . . (2)

The degree sequence ofCm,ν is

(m, . . . ,m, ν −m− 1, . . . , ν −m− 1, ν − 1, . . . , ν − 1) . . . (3)

with m terms equal tom, ν − 2m terms equal toν − m − 1 and m terms equal

to ν − 1. It is clear that the degree sequence (3) is unique, that is anytwo graphs with

degree sequence (3) are isomorphic. Thus, equality can holdonly in (1) if G has the

same degree sequence asCm,ν and equality can hold in (2) if eitherm = 2 and ν = 5

or m = 1. Hence, ǫ(G) can equal
(

ν−1
2

)

+ 1 only if G has the same degree sequence

as C1,ν or C2,5. This implies thatG ∼= C1,ν or G ∼= C2,5.

Definition 2.4.16. A graph G is hamilton-connectedif every two vertices ofG are

connected by a hamilton path. An example of a hamilton-connected graph is as follows:

Figure 2.4.8

Definition 2.4.17. A graph G is hypo-hamiltonian ifG is not hamiltonian butG − v

is hamiltonian for everyv ∈ V. The Petersen graph is hypo-hamiltonian.

Solved Problems
Problem 1. If G is not 2-connected, prove thatG is nonhamiltonian.

Solution. If possible, supposeG is hamiltonian, thenG contains a spanning cycleC.

Hence every pair of vertices ofG are connected by two internally disjoint paths along

the cycle C. Further, sinceG is simple, ν ≥ 3. Therefore, by Theorem 2.2.3,G is

2-connected, giving a contradiction.

Exercise

1. If G is bipartite with bipartition (X,Y ), where |X| 6= |Y |, prove that G is

nonhamiltonian.
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2. A mouse eats his way through a3 × 3 cube of cheese by tunneling through all of

the 271 × 1 × 1 sub cubes. If he starts at one corner and always moves on to an

uneaten sub cube, can he finish at the center of the cube?

3. If G has an Hamilton path, then prove thatω(G− S) ≤ |S| + 1.

4. Let G be a nontrivial simple graph with degree sequence(d1, d2, . . . dν) where

d1 ≤ d2 ≤ . . . ≤ dν and ν ≥ 3. If there is no value ofm less thanν + 1/2 for

which dm < m and dν−m+1 < ν −m, prove thatG has a Hamilton path.
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Chapter 3

MATCHINGS AND EDGE

COLOURINGS

3.1 Matchings

Definition 3.1.1. Le G be a graph. A subsetM of E is called amatchingin G if

its elements are links and no two are adjacent inG. The two ends of an edge inM are

said to be matched underM. A matching M saturates a vertexv, and v is said to

be M -unsaturated, if some edge ofM is incident with v; otherwise v is said to be

M -unsaturated.

If each vertex ofG is M -saturated, the matchingM is called aperfect matching.

A matching M is called amaximum matchingif G has no matchingM ′ with

|M ′| > |M |.

Clearly every perfect matching is a maximum matching.

Definition 3.1.2. Let M be a matching inG. An M -alternating pathin G is a path

whose edges are alternatively inE\M an M.

An M -augmenting pathis an M -alternating path whose origin and terminus areM -

unsaturated.

For example, the pathv5v8v1v7v6 in the graph shown in Figure3.1.1, is an M -

alternating path.

73
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The set of dark edges of the graphs in Figure3.1.1 are a maximum matching and

a perfect matching.

Figure 3.1.1

A maximum matching A perfect matching

v1

v2

v3v4

v5

v7

v6

Theorem 3.1.3.A matchingM in G is maximum if and only ifG contains noM -

augmenting path.

Proof. Necessity. Let M be a maximum matching inG. We have to prove thatG

contains noM -augmenting path. Suppose thatG contains anM -augmenting path; let

it be v0v1v2v3 . . . v2m+1. Define M ′ ⊆ E by

M ′ = (M\{v1v2v3v4 . . . v2m−1v2m}) ∪ {v0v1v2v3 . . . v2m+1}

Then M ′ is a matching inG and |M ′| = |M | + 1. Thus M is not a maximum

matching, which is a contradiction. Therefore,G contains noM -augmenting path.

Sufficiency. Assume thatG contains noM -augmenting path. We have to prove that

M is a maximum matching. Suppose thatM is not a maximum matching. LetM ′ be

a maximum matching inG.

Then |M ′| > |M | . . . (1)

Let H = G[M∆M ′] be the subgraph induced byM∆M ′, whereM∆M ′ is the

symmetric difference ofM and M ′.

Figure 3.1.2
G with M heavy andM ′ broken G[M∆M ′]

Each vertex ofH has degree either 1 or 2 inH, since it can be incident with at most one

edge ofM and one edge ofM ′. Thus each component ofH is either an even cycle

with edges alternately inM and M ′, or else a path with edges alternately inM and
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M.

By (1), H contains more edges ofM ′ than of M and therefore, some path

componentP of H must start and end with edges ofM ′. The origin and terminus of

P, being M ′ -saturated inH, are M -unsaturated inG. Thus P is an M -augmenting

path in G, which is a contradiction. Therefore,M is a maximum matching.

Definition 3.1.4. A k -factor of G is a k -regular spanning subgraph ofG.

A graphG is said to bek -factorable if there are edge disjointk -factorsH1, H2, . . . , Hn

such thatG = H1 ∪ H2 ∪ . . . ∪ Hn. For example,C4 is 1 -factorable andK5 is 2 -

factorable as shown in Figure3.1.3.

Figure 3.1.3

Matchings and Coverings in Bipartite Graphs
Assignment Problem

Suppose there aren jobs j1, j2, . . . , jn in a factory ands workers

w1, w2, . . . , ws . Also suppose that each jobji can be performed by a certain number of

workers and that each workerwi has been trained to do a certain number of jobs. Is it

possible to assign each of then jobs to a worker who can do that job so that no two jobs

are assigned to the same worker?

We convert this problem into a graph problem as follows: forma bipartite graph

with bipartition (J,W ) where J = {j1, j2, . . . , jn} and W = {w1, w2, . . . , ws} and

make ji adjacent towk if and only if worker wk can do the jobji. Then our assign-

ment problem translate into the following graph problem. Isit possible to find a matching

in G that saturates all the vertices ofJ? A solution to this problem was given by Theo-

rem 3.1.6 due to Hall.

Definition 3.1.5. For any setS of vertices inG, we define theneighbour setof S in
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G to be the set of all vertices adjacent to vertices inS. This set is denoted byNG(S).

Theorem 3.1.6. (Hall) Let G be a bipartite graph with bipartition(X,Y ). Then G

contains a matching that saturates every vertex inX if and only if

|N(S)| ≥ |S|, for every S ⊆ X.

Proof. Assume thatG contains a matchingM which saturates every vertex inX. Let

S be a subset ofX. Since the vertices inS are matched underM with distinct vertices

in N(S), we clearly have|N(S)| ≥ |S|.

Conversely, letG be a a bipartite graph with bipartition(X,Y ) and |N(S)| ≥

|S|, for all S ⊆ X. SupposeG contains no matching saturating all the vertices inX.

Figure 3.1.4

u

T = N(S)

Let M ′ be a maximum matching. By our assumption,M ′ does not saturate all vertices

in X. Let u be anM ′ -unsaturated vertex inX and letZ denote the set of all vertices

connected tou by M ′ -alternating paths. SinceM ′ is a maximum matching, it follows

from Theorem 3.1.3 thatu is the onlyM ′ -unsaturated vertex inZ.

Set S = Z ∩X and T = Z ∩ Y.

Clearly, the vertices inS\{u} are matched underM ′ with the vertices inT.

Therefore,|T | = |S| − 1 . . . (1)

N(S) ⊆ T.

Since every vertex inN(S) is connected tou by an M ′ -alternating path,

N(S) = T . . . (2)

(1) and (2) imply that

|N(S)| = |S| − 1 < |S|, which is a contradiction.

HenceG contains a matching that saturates every vertex inX.

Corollary 3.1.7. If G is a k -regular bipartite graph withk > 0, then G has a perfect

matching.
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Proof. Let G be a k -regular bipartite graph with bipartition(X,Y ).

SinceG is k -regular, k|X| = |E| = k|Y |,

|X| = |Y |, since k > 0.

Now let S be a subset ofX and denote byE1 and E2 the set of edges incident with

verticesS and N(S), respectively.

By definition of N(S), E1 ⊆ E2 and therefore

k|N(S)| = |E2| ≥ |E1| = k|S|

Therefore,|N(S)| ≥ |S|.

Hence, by Hall’s theorem,G has a matchingM saturating every vertex inX.

Since |X| = |Y |,M is a perfect matching.

Definition 3.1.8. A coveringof a graphG is a subsetK of V such that every edge of

G has at least one inK. A covering K is aminimimum coveringif G has no covering

K ′ with |K ′| < |K|.

A covering and a minimum covering of the wheelW5 are given in Figure 3.1.5.

Figure 3.1.5

A covering A minimum covering

b

b

bb

b

b

b

b b

Remark 3.1.9. If K is a covering ofG and M is a matching ofG, then K contains

at least one end of each of the edges inM. Thus, for any matchingM and any covering

K, |M | ≤ |K|. Indeed, if M ′ is a maximum matching andK ′ is a minimum covering,

then |M ′| ≤ |K ′|.

Lemma 3.1.10.Let M be a matching andK be a covering such that|M | = |K|. Then

M is a maximum matching andK is a minimum covering.

Proof. If M ′ is a maximum matching andK ′ is a minimum covering, then|M | ≤

|M ′| ≤ |K ′| ≤ |K|.

Since |M | = |K|, it follows that

|M | = |M ′| and |K| = |K ′|.
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Theorem 3.1.11. (Konig’s theorem) In a bipartite graph, the number of edges in a

maximum matching is equal to the number of vertices in a minimum covering.

Proof. Let G be a bipartite graph with bipartition(X,Y ) and let M ′ be a maximum

matching ofG.

Denote byU the set ofM ′ -unsaturated vertices inX and denote byZ the set

of all vertices connected byM ′ -alternating paths to vertices ofU.

Set S = Z ∩X and T = Z ∩ Y.

Then as in proof of Hall’s theorem, we have that every vertex in T is M ′ -saturated

and N(S) = T.

Figure 3.1.6

T = N(S)

U

S

X \ S

Define K = (X\S) ∪ T.

Every end ofG must have at least one of its ends inK. For, otherwise, there

would be an edge with one end inS and one end inY \ T, contradictingN(S) = T.

Thus K is a covering ofG and clearly |M ′| = |K|.

By Lemma 3.1.10,K is a minimum covering and hence the theorem.

Solved Problems
Problem 1. Find the number of perfect matchings inK2n.

Solution. Let V (K2n) = {v1, v2, . . . , v2n}. The vertex v1 can be saturated in2n − 1

ways by choosing any edgee1 incident with v1.

Consider another vertexv2, saturated by2n − 3 ways by choosing any edgee2 other

than e1, incident with v2. Continuing this process, the number of perfect matchings in

K2n is

1.3.5. · · · .(2n− 1)
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=
1.2.3. · · · .(2n− 1)(2n)

2.4.6. · · · .2n

=
(2n)!

2n.n!

Hence the number of perfect matchings inK2n is
(2n)!

2n.n!
.

Problem 2. Prove that a treeG has a perfect matching if and only ifo(G − v) = 1

for all v ∈ V.

Solution. Assume thatG has a perfect matching, sayM.

Let u be the vertex matched underM with v. Let G1 be the component ofG − v

containing the vertexu. Then, sinceM is a perfect matching, every other component

of G− v are paired underM and so has even order. Sinceu is paired underM with

v, it follows that G1 has odd order.

Hence o(G− v) = 1.

Conversely, assume thato(G− v) = 1 for all v ∈ V.

We prove by induction onν(G).

If ν(G) = 2, then G ∼= K2 and the result is proved.

From our assumption, no two end vertices have the same base. Let v be an end vertex

such that its base vertexu has degree two.

ConsiderH = G− {u, v}. Then H is a tree of orderν(G) − 2.

Claim: o(H − w) = 1 for all w ∈ V − {u, v}

Let w ∈ V − {u, v}. Let H1, H2, · · · , Hk be the components ofH − w. Let x be

another neighbour ofu and x ∈ V (Hj) for some j. Then in G − w, u and v must

be confined to a single component namelyHj. Since o(G− w) = 1, it follows that the

parity in the component ofH − w remains unchanged when we add the verticesu and

v to H − w.

Hence o(H − w) = 1 for all w ∈ V − {u, v}.

By induction hypothesis,H has a perfect matching, sayM∗. Then M∗ ∪{uv} consti-

tutes a perfect matching inG.

Exercises
1. Prove that everyk -cube has a perfect matching.

2. Find the number of different perfect matchings inKn,n and K2n.

3. Prove that a tree has at most one perfect matching.
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4. For eachk > 1, find an example ofk -regular simple graph that has no perfect

matching.

5. Two people play a game on a graphG alternately selecting different vertices

v0, v1, v2, . . . such that the first player has a winning strategy if and only if

G has no perfect matching.

6. Prove thatKn,n and K2n are 1 -factorable.

7. Prove that Petersen graph is not1 -factorable.

8. Prove that a bipartite graph has a perfect matching if and only if |N(S)| ≥ |S|

for all S ⊆ V.

9. For k > 0, prove that everyk -regular graph is1 -factorable.

10. For k > 0, prove that every2k -regular graph is2 -factorable.

3.2 Tutte’s Perfect Matching Theorem

Definition 3.2.1. A component of a graph isodd or evenaccording as it has an odd or

even number of vertices. We denote byo(G) the number of odd components ofG. For

the graph shown below,o(G) = 2.

Figure 3.2.1. The graphG

Tutte’s Perfect Matching Theorem

Theorem 3.2.2.A graph G has a perfect matching if and only ifo(G − S) ≤ |S|, for

all S ( V.

Proof. Let G have a perfect matchingM. Let S be a proper subset ofV and let

G1, G2, . . . , Gn be the odd components ofG− S.

SinceG1 is odd, some vertexui of Gi must be matched underM with a vertex

v1 of S. Therefore, since{v1, v2, . . . , vn} ⊂ S

o(G− S) = n = |{v1, v2, . . . , vn}| ≤ |S|
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Figure 3.2.2

b b b b b b

odd components of G− S even components of G− S

G1 G2 Gn

Sv1 v2 vn

u1 u2 un

Conversely, leto(G− S) ≤ |S|, for all S ( V. We have to prove thatG has a perfect

matching. Suppose thatG has no perfect matching. ThenG is a spanning subgraph of

a maximal graphG∗ having no perfect matching. SinceG− S is a spanning subgraph

of G∗ − S, we have

o(G∗ − S) ≤ o(G− S)

and hence by hypothesis,

o(G∗ − S) ≤ |S|, for all S ⊂ V (G∗) . . . (1)

In particular, settingS = φ, we see thato(G∗) = 0 and soν(G∗) is even.

Denote byU the set of vertices of degreeν − 1 in G∗. Since G∗ clearly has a

perfect matching ifU = V.

So we assume thatU 6= V.

We shall show thatG∗ − U is a disjoint union of complete graphs.

Suppose that some component ofG∗−U is not complete. Then, in this component,

there are three veticesx, y and z such that xy ∈ E(G∗), yz ∈ E(G∗) and xz /∈

E(G∗). Since y /∈ U, there is a vertexw in G∗ − u such thatyw /∈ E(G∗).

Figure 3.2.3

y w

x z

Since G∗ is a maximal graph containing no perfect matching,G∗ + e has a perfect

matching for all e /∈ E(G∗). Let M1 and M2 be perfect matchings inG∗ + xz and

G∗ + yw respectively and denote byH the subgraph ofG∗ ∪ {xz, yw} induced by
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M1∆M2. Since each vertex ofH has degree two,H is a disjoint union of cycles. Also

all of these cycles are even, since the edges ofM1 alternate with edges ofM2. We dis-

tinguish two cases:

Figure 3.2.4

x

y

z

w

M1 heavy
M2 broken(a) (b)

x z

wy

Case 1.xz and yw are in different components ofH (Figure 3.2.4(a)) Then, ifyw is

in the cycleC of H, the edges ofM1 in C, together with the edges ofM2 not in C,

constitute a perfect matching inG∗, contradicting the definition ofG∗.

Case 2. xz and yw are in the same components ofH. By symmetry ofx and z, we

may assume that the verticesx, y, w and z occur in that order onC (Figure 3.2.4(b)).

Then the edges ofM1 in the sectionyw . . . z of C, together with the edgeyz and

the edges ofM2 not in the sectionyw . . . z of C, constitute a perfect matching inG∗,

contradicting the definition ofG∗.

Since both the cases lead to contradictions, it follows thatG∗ − U is indeed a

disjoint union of complete graphs.

Now, by (1), o(G∗ − U) ≤ |U |. Thus at most|U | of the components ofG∗ − u

are odd. ButG∗ clearly has a perfect matching: one vertex in each odd component of

G∗ −U is matched with a vertex ofU ; the remaining vertices inU and in components

of G∗ − u, are then matched as shown in Figure3.2.5 .
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Figure 3.2.5

b b b b b b

odd components of G∗ − U

U

even components of G∗ − U

Since G∗ was assumed to have no perfect matching, we have obtained thedesired con-

tradiction.

Thus G does indeed have a perfect matching.

Corollary 3.2.3. Every 3 -regular graph without cut edges has a perfect matching.

Proof. Let G be a 3 -regular graph without cut edges and letS be a proper subset of

V. Denote byG1, G2, . . . Gn, the odd components ofG−S and letmi be the number

of edges with one end inGi and one endS, 1 ≤ i ≤ n. SinceG is 3 -regular,

∑

v∈v(Gi)

d(v) = 3ν(Gi) for 1 ≤ i ≤ n . . . . . . (1)

and
∑

v∈S

d(v) = 3|S| . . . . . . (2)

By (1), mi =
∑

v∈v(Gi)

d(v) − 2ǫ(Gi) is odd. Now,mi 6= 1, sinceG has no cut edges.

Therefore,mi ≥ 3, for 1 ≤ i ≤ n . . . . . . (3)

It follows from (2) and (3) that

ω(G− s) = n ≤ 1
3

n
∑

i=1

mi

≤ 1
3

∑

v∈S

d(v) = |S|

Hence by Tutte’s theorem,G has a perfect matching.
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Remark 3.2.4. A 3-regular graph with cut edges need not have a perfect matching. For

instance, the graph shown in Figure 3.2.6 has no perfect matching by Tutte’s theorem,

since o(G− v) = 3.

v

Figure 3.2.6

Exercises
1. Prove that a tree has a perfect matching if and only ifo(G− v) = 1 for all v ∈ V.

3.3 Edge Colouring

Definition 3.3.1. Let G be a loopless graph. Ak -edge colouringℓ of G is an assign-

ment of k colours, say1, 2, . . . , k to the edges ofG. The colouring ℓ is proper if no

two adjacent edges have the same colour.

A k -edge colouringcan be thought of as a partition(E1, E2, . . . , Ek) of E,

where Ei denotes the (possibly empty) subset of edges that have colour i. A proper

k -edge colouringis then ak -edge colouring(E1, E2, . . . , Ek) in which each subsetEi

is a matching.

The graph given below has the proper4 -edge colouring({a, g}, {b, e}, {c, f}, {d}).

Figure 3.3.1

a

b

e
d

c

f
g

Definition 3.3.2. A graph G is said to bek -edge-colourableif it has a properk -edge
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colouring. Clearly, every loopless graph isǫ -edge-colourable and ifG is k -edge-

colourable, thenG is also l -edge colourable for everyl > k.

Definition 3.3.3. Theedge chromatic numberχ′(G), of a loopless graph is the minimum

number k for which G is k -edge-colourable.

G is k -edge-chromatic ifχ′(G) = k.

Note that the graph in Figure3.3.1 has no proper3 -edge colouring and hence the

graph is 4 -edge-chromatic.

Clearly, in any proper colouring, the edges incident with anyone vertex must be

assigned different colours. Therefore,

χ′ ≥ ∆. . . . (1)

In the graph shown in Figure3.3.1 , we haveχ′(G) = 4 and ∆(G) = 3. Hence

we observe that the inequality in (1) may be strict. But in caseof bipartite graphs,χ′ =

∆.

We say that colouri is said to berepresented at vertexv if some edge incident withv

has colouri.

Lemma 3.3.4. Let G be a connected graph that is not an odd cycle. ThenG has a

2 -edge colouring in which both colours are represented at eachvertex of degree at least

two.

Proof. We may clearly assume thatG is nontrivial.

Case 1. G is eulerian.

If G is an even cycle, the proper2 -edge colouring ofG has the required property.

Otherwise,G has a vertexv0 of degree at least four. Letv0e1v1e2 . . . eǫv0 be an euler

tour of G, and set

E1 = {ei| i is odd} and E2 = {ei| i is even} . . . (1)

Then the 2-edge colouring(E1, E2) of G has the required property, since each vertex

of G is an internal vertex ofv0e1v1e2 . . . eǫv0.

Case 2. G is not eulerian.

In this case, we construct a new graphG∗ by adding a new vertexv0 and joining

it to each vertex of odd degree inG. Clearly G∗ is eulerian. Letv0e1v1e2 . . . eǫv0 be

an euler tour ofG∗ and setE1 and E2 as in (1).

It can be easily verified that(E1 ∩ E,E2 ∩ E) has the required property.

Given a k -edge colouringℓ of G, we denote byc(v) the number of distinct

colours represented atv. Clearly,
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c(v) ≤ d(v). . . . (2)

Moreover, ℓ is a proper k -edge colouring if and only if equality holds in (2) for all

vertices ν of G.

Definition 3.3.5. A k -edge colouringℓ′ is an improvement onℓ if
∑

v∈V

c′(v) >
∑

v∈V

c(v), . . . (3)

where c′(v) is the number of distinct colours represented atv in the colouringℓ′.

Definition 3.3.6. An optimal k -edge colouringis one which cannot be improved.

Lemma 3.3.7.Let ℓ = (E1, E2, . . . , Ek) be an optimalk -edge colouring. If there is a

vertex u in G and colours i and j such that i is not represented atu and j is not

represented at least twice atu, then the component ofG[Ei ∪ Ej] that containsu is

an odd cycle.

Proof. Let u be a vertex that satisfies the hypothesis of the lemma, andH denote the

component ofG[Ei ∪ Ej] containing u. Suppose thatH is not an odd cycle. Then,

by Lemma 3.3.4,H has a 2-edge colouring in which both the colours are represented at

each vertex of degree at least two inH. When we recolour the edges ofH with colours

i and j in this way, we obtain a new edge colouringℓ′ = (E ′
1, E

′
2, . . . , E

′
k) of G. Let

c′(v) denote the number of distinct colours atv in the colouringℓ′. We have

c′(u) = c(u) + 1

since, now, bothi and j are represented atu, and also

c′(v) ≥ c(v), for v 6= u.

Therefore,
∑

v∈V

c′(v) >
∑

v∈V

c(v), contradicting the choice ofℓ.

Hence,H is indeed an odd cycle.

Theorem 3.3.8.If G is bipartite, thenχ′ = ∆.

Proof. Since, χ′ ≥ ∆, it is enough to prove thatχ′ is not strictly greater than∆.

Supposeχ′ > ∆. Let ℓ = (E1, E2, . . . , E∆) be an optimal∆ -edge colouring ofG,

and let u be a vertex such thatc(u) < d(u). Clearly, u satisfies the hypothesis of

Lemma 3.3.7. Therefore,G contains an odd cycle and so is not bipartite, which is a

contradiction. Hence,χ′ = ∆.
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Theorem 3.3.9. (Vizing’s Theorem) If G is simple, then eitherχ′ = ∆ or χ′ =

∆ + 1.

Proof. Let G be a simple graph. Since,χ′ ≥ ∆, it is enough to prove thatχ′ ≤ ∆+1.

Supposeχ′ > ∆ + 1.

Let ℓ = (E1, E2, . . . , E∆+1) be an optimal(∆+1) -edge colouring ofG, and let

u be a vertex such thatc(u) < d(u). Then there exist coloursi0 and i1 such thati0
is not represented atu and i1 is represented at least twice atu. Let uv1 have colour

i1 as in Figure3.3.2.

v1

v2

v
vl

vk−1 vk

u

il

ik−1

i1

i2

Figure 3.3.2

ik

i1

Since, d(v1) < ∆ + 1, some colour, sayi2 is not represented atv1. Now i2 must

be represented atu since otherwise, by recolouringuv1 with i2, we would obtain an

improvement ofℓ. Thus, some edgeuv2 has colouri2. Again, sinced(v2) < ∆ + 1,

some colouri3 is not represented atv2 and i3 must be represented atu since oth-

erwise, by recolouringuv1 with i2, and uv2 with i3, we would obtain an improved

(∆ + 1) -edge colouring. Continuing this procedure, we construct a sequencev1, v2, . . .

of vertices and a sequencei1, i2, . . . of colours such that

(i) uvj has colourij and

(ii) ij+1 is not represented atvj.

Since the degree ofu is finite, there exists a smallest integerl such that, for some

k < l,

(iii)il+1 = ik.

The situation is depicted in Figure3.3.2.
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v1

v2

v
vl

vk−1 vk

u

il

i0

i1
i2

i3

Figure 3.3.3

i0

H ′

ik
ik

We now recolourG as follows. For1 ≤ j ≤ k − 1, recolour uvj with colour ij+1,

yielding a new(∆ + 1) -edge colouringℓ′ = (E ′
1, E

′
2, . . . , E

′
∆+1) (Figure 3.3.3).

Clearly,

c′(v) ≥ c(v) for all v ∈ V.

Hence, ℓ′ is also an optimal(∆ + 1) -edge colouring ofG. By Lemma 3.3.7, the

componentH ′ of G[E ′
i0
∪ E ′

ik
] that containsu is an odd cycle.

Now, in addition, recolouruvj with colour ij+1, for k ≤ j ≤ l − 1 and uvl with

colour ik, to obtain a (∆ + 1) -edge colouringℓ′′ = (E ′′
1 , E

′′
2 , . . . , E

′′
∆+1) (see Figure

3.3.4).

v1

v2

v
vl

vk−1
vk

u

il

i0

i1
i2

i3

Figure 3.3.4

i0

H ′′

ik−1
ik

ik

vl

As above c′′(v) ≥ c(v) for all v ∈ V and the componentH ′′ of G[E ′′
i0
∪ E ′′

ik
] that

containsu is an odd cycle. But sincevk has degree two inH ′, vk clearly has degree

one in H ′′. This contradiction establishes the theorem.
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Remark 3.3.10.Vizing proved a more general theorem than that given above, one that is

valid for all graphs without loops. The maximum number of edges joining two vertices in

G is called the multiplicity ofG denoted byµ(g).

Vizing’s General Theorem: If G is a loopless graph, then∆ ≤ χ′ ≤ ∆ + µ.

This theorem is best possible in the sense that, for anyµ, there exists a graphG such

that χ′ = ∆ + µ. For example, in the graphG given in Figure 3.3.5, ∆ = 2µ and

since any two edges are adjacent,χ′ = ǫ = 3µ.

µ

Figure 3.3.5

µ

µ

Definition 3.3.11. A graph G is calleduniquely k -edge colourableif any two proper

k -edge colourings ofG induce the same partition onE. For example, the graph given

below is uniquely2 -edge colourable.

Figure 3.3.6

Exercises

1. If G is a nonempty regular simple graph with odd number of vertices, prove that

χ′ = ∆ + 1.

2. If G is a simple graph withν = 2n+ 1 and ǫ > n∆, prove thatχ′ = ∆ + 1.

3. If G is obtained from a simple regular graph with even number of vertices by sub-

dividing one edge, prove thatχ′ = ∆ + 1.

4. If G is obtained from a simple regular graph with odd number of vertices by delet-

ing fewer than k
2

edges, prove thatχ′ = ∆ + 1.

5. Prove that every uniquely3 -edge colourable3 -regular graph is hamiltonian.
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Chapter 4

INDEPENDENT SETS AND CLIQUES

4.1 Independent Sets

Definition 4.1.1. A subsetS of V is called anindependent setof G if no two vertices

of S are adjacent inG. An independent set ismaximumif G has no independent set

S ′ with |S ′| > |S|.

In the graph given in Figure 4.1.1,{u, x} is an independent set ofG , while

{u,w, y} is a maximum independent set ofG.

Figure 4.1.1

u

a

v

wy

x
d c

be

Definition 4.1.2. The number of vertices in a maximum independent set ofG is called

the independence numberof G and is denoted byα(G). Similarly, the number of ver-

tices in a minimum covering ofG is called thecovering numberof G and is denoted

by β(G).

Theorem 4.1.3.A set S ⊂ V is an independent set ofG if and only if V \S is a

91
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covering ofG.

Proof. The setS is an independent set ofG

⇔ no edge ofG has both ends inS

⇔ each edge has at least one end inV \S

⇔ V \S is a covering ofG

Corollary 4.1.4. α+ β = ν.

Proof. Let S be a maximum independent set ofG and let K be a minimum covering

of G. Then, by Theorem 4.1.3,V \K is an independent set andV \S is a covering.

Therefore,

ν − β = |V \K| ≤ α . . . (1)

and ν − α = |V \S| ≤ β . . . (2)

From (1) and (2),α+ β = ν.

Definition 4.1.5. The edge analogueof an independent set is a set of links no two of

which are adjacent, that is a matching. The edge analogue of acovering is called anedge

covering. An edge coveringof G is a subsetL of E such that each vertex ofG is an

end of some edge inL.

Matchings and edge coverings are related to one another as simply as are indepen-

dent sets and coverings; the complement of a matching need not be an edge covering, nor

is the complement of an edge covering necessarily a matching. However, it so happens

that the parametersα′ and β′ are related precisely the same manner as areα and β.

Theorem 4.1.6. (Gallai) If δ > 0, then α′ + β′ = ν.

Proof. Let M be a maximum matching inG and let U be the set ofM -unsaturated

vertices. Sinceδ > 0 and M is maximum, there exists a setE ′ of |U | edges, one

incident with each vertex inU. Clearly, M ∪ E ′ is an edge covering ofG, and so

β′ ≤ |M ∪ E ′|

= α′ + (ν − 2α′)

= ν − α′

α′ + β′ ≤ ν . . . . . . (1)

Now, let L be a minimum edge covering ofG, set H = G[L] and let M be a maxi-

mum matching inH. Let U denote the set ofM -unsaturated vertices inH. SinceM
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is maximum,H[U ] has no links and therefore,

|L| − |M | = |L M |

≥ |U |

= ν − 2|M |

Because,H is a subgraph ofG, M is a matching inG and so

α′ + β′ ≥ |M | + |L| ≥ ν . . . (2)

From (1) and (2),α′ + β′ = ν.

Theorem 4.1.7.In a bipartite graphG with δ > 0, the number of vertices in a maxi-

mum independent set is equal to the number of edges in a minimum edge covering.

Proof. Let G be a bipartite graph withδ > 0.

Then α+ β = α′ + β′ by Theorem 4.1.6 and Corollary 4.1.4

SinceG is bipartite, it follows from Theorem 3.1.11,α′ = β.

Therefore,α = β′.

Exercises

1. Show thatG is bipartite if and only ifα(H) ≥ v(H)
2

for every subgraphH of G.

2. Show thatG is bipartite if and only if α(H) = β′(H) for every subgraphH of

G such thatδ(H) > 0.

3. A graph isα -critical if α(G − e) > α(G) for all e ∈ E. Show that a connected

α -critical graph has no cut vertices.

4. A graph isβ -critical if β(G − e) < β(G) for all e ∈ E. Show that a connected

β -critical graph has no cut vertices.

4.2 Ramsey Number

Definition 4.2.1. A cliqueof a simple graphG is a subsetS of V such thatG[S] is

complete.

For the graphG in Figure 4.1.3,S1 = {a, b, c} is a clique since it inducesK3,

but S2 = {a, b, c, d} is not a clique since its induced subgraph is notK4. Some other

cliques areS3 = {a, b, c, e} and S4 = {a, e, f}.
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Figure 4.1.3 The graphG

a b

cd

e

f

Remark 4.2.2.Clearly, S is a clique ofG if and only if S is an independent set ofGc

and so the two concepts are complementary.

Definition 4.2.3. Given any positive integersk and l, there exists a smallest integer

r(k, l) such that every graph onr(k, l) vertices contain either a clique ofk vertices or

an independent set ofl vertices. The numberr(k, l) is known as theRamsey number.

Remark 4.2.4. r(1, l) = r(k, 1) = 1 and r(2, k) = r(k, 2) = k

Theorem 4.2.5.For any two integersk ≥ 2 and l ≥ 2,

r(k, l) ≤ r(k, l − 1) + r(k − 1, l).

Furthermore, if bothr(k, l − 1) and r(k − 1, l) are both even, then strict inequality

holds.

Proof. Let G be a graph onr(k, l − 1) + r(k − 1, l) vertices and letv ∈ V.

We distinguish two cases:

(i) v is nonadjacent to a setS of at leastr(k, l − 1) vertices, or

(ii) v is adjacent to a setT of at leastr(k − 1, l) vertices.

Clearly either case (i) or case (ii) must hold because the number of vertices nonadjacent

to v together with the number of vertices adjacent tov is equal tor(k, l − 1) + r(k −

1, l) + 1.

In case (i),G[S] contains either a clique onk vertices or an independent set of

l − 1 vertices, and thereforeG[S ∪ {v}] contains either a clique ofk vertices or an

independent set ofl vertices. Similarly, in case (ii),G[T ∪{v}] contains either a clique

of k vertices or an independent set ofl verrtices. Since one of the cases (i)and (ii) must

hold, it follows thatG contains either a clique ofk vertices or an independent set ofl

vertices.

Hence, r(k, l) ≤ r(k, l − 1) + r(k − 1, l).

Now suppose thatr(k, l − 1) and r(k − 1, l) are both even, and letG be a graph on

r(k, l − 1) + r(k − 1, l) − 1 vertices. Then the order ofG is odd and so not all vertices
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have odd degree. Hence some vertexv ∈ G is of even degree. In particular,v cannot

be adjacent to preciselyr(k− 1, l)− 1 vertices. Consequently, either case (i) or case (ii)

must hold, it follows thatG contains either a clique ofk vertices or an independent set

of l vertices.

Thus, r(k, l) ≤ r(k, l − 1) + r(k − 1, l) − 1.

In general, the determination of Ramsey number is a very difficult unsolved prob-

lem. Lower bounds can be obtained from the construction of suitable graphs.

Problem 1. r(k, l) = r(l, k).

Solution. Let r(k, l) = m. Let G be any graph onm vertices. ThenGc also hasm

vertices. Sincer(k, l) = m, Gc has eitherKk or Kl as an induced subgraph. Hence

G has eitherKl or Kk as an induced subgraph. Thus every graph onm vertices con-

tains Kl or Kk as an induced subgraph.

Hence, r(l, k) ≤ m.

i.e r(l, k) ≤ r(k, l) . . . (1)

Interchangingl and k, we get

r(k, l) ≤ r(l, k) . . . (2)

From (1) and (2), we getr(k, l) = r(l, k).

Problem 2. r(3, 3) = 6.

Solution. From Theorem 4.2.5,

r(3, 3) ≤ r(3, 2) + r(2, 3)

= 3 + 3 by remark.

= 6.

Therefore, we getr(3, 3) ≤ 6 . . . (1)

But the cycleC5 contains no clique of 3 vertices and no independent set of 3 vertices.

Figure 4.2.1

Thus, r(3, 3) ≥ 6 . . . (2)

From (1) and (2),r(3, 3) = 6.
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Problem 3. r(3, 4) = 9.

Solution. From Theorem 4.2.5,

r(3, 4) < r(3, 3) + r(2, 4)

= 6 + r(2, 4), by Problem 2.

= 6 + 4, by the above remark.

= 10

Thus, r(3, 4) < 10 i.e r(3, 4) ≤ 9 . . . (1)

But the graph on 8 vertices shown in Figure4.2.2 has no clique of 3 vertices and no

independent set of 4 vertices.

Figure 4.2.2

Thus, r(3, 4) ≥ 9 . . . (2)

From (1) and (2),r(3, 4) = 9.

Problem 4. r(3, 5) = 14.

Solution. From Theorem 4.2.5,

r(3, 5) < r(3, 4) + r(2, 5)

= 9 + 5, by the above remark

= 14. Thus, r(3, 5) < 14 . . . (1)

But the graph on 13 vertices shown in Figure4.2.3 has no clique of 3 vertices and no

independent set of 5 vertices.



4.2. RAMSEY NUMBER 97

0
1

2

3

4

5
67

8

9

10

11

12

Figure 4.2.3

Thus, r(3, 5) ≥ 14 . . . (2)

From (1) and (2),r(3, 5) = 14.

Problem 5. r(4,4)=18.

Solution. From Theorem 4.2.5,

r(4, 4) < r(3, 4) + r(4, 3)

= 9 + 9, by Problems 1 and 3.

= 18. Thus, r(4, 4) < 18.

But the graph on 17 vertices shown in Figure4.2.4 has no clique of 4 vertices and no

independent set of 4 vertices.
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Figure 4.2.4

Thus, r(4, 4) ≥ 18 . . . (2)

From (1) and (2),r(4, 4) = 18.
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The following table shows all Ramsey numbersr(k, l) known to date.

k l 1 2 3 4 5 6 7

1 1 1 1 1 1 1 1

2 1 2 3 4 5 6 7

3 1 3 6 9 14 18 23

4 1 4 9 18

Definition 4.2.6. A (k, l) -Ramsey graphis a graph onr(k, l) vertices that contains

neither a clique ofk vertices nor an independent set ofl vertices.

By definition of r(k, l), such graphs exist for allk ≥ 2 and l ≥ 2. The graph in

Figures 4.2.1 to 4.2.4 are Ramsey graphs.

The next theorem provides an upper bound forr(k, l).

Theorem 4.2.7. r(k, l) ≤
(

k+l−2
k−1

)

.

Proof. We prove by induction onk + l (≥ 2).

If k + l = 2, then k = l = 1 and sincer(1, 1) = 1 =
(

0
0

)

. If k + l = 3, then one

of k and l, say k = 2 and hencer(2, l) = r(2, 1) = 1 =
(

1
1

)

. If k + l = 4, then

r(1, 3) = 1 =
(

2
0

)

and r(2, 2) = 2 =
(

2
1

)

. If k + l = 5, then r(1, 4) = 1 =
(

3
0

)

,

r(2, 3) = 3 =
(

3
1

)

and r(2, 2) = 2 =
(

2
1

)

. Thus, we see that the theorem holds when

k + l ≤ 5.

Let m and n be positive integers. Assume that the theorem holds for all positive

integersk and l such that5 ≤ k + l < m+ n. Then by Theorem 4.2.5, we have

r(m,n) ≤ r(m,n− 1) + r(m− 1, n)

≤
(

m+n−3
m−1

)(

m+n−3
m−2

)

by induction assumption.

≤
(

m+n−2
m−1

)
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Therefore, the theorem holds for all values ofk and l.

In 1947, Erdos has given a lower bound forr(k, l).

Theorem 4.2.8. r(k, k) ≥ 2
k

2 .

Proof. Since r(2, 2) = 2, we may assume thatk ≥ 3. Let Gn denote the set of all

simple graphs with vertex set{v1, v2, . . . , vn} and Gk
n denote those graphs inGn that

have a clique ofk vertices. Clearly,

|Gn| = 2(
n

2
) . . . (1)

Since each subset of the
(

n
2

)

possible edgesvivj determines a graph inGn. Sim-

ilarly, the number of graphs inGn having a particular set ofk vertices as a clique is

2(n

2
)−(k

2
). Since there are

(

n
k

)

distinct k -element subsets of{v1, v2, . . . , vn}, we have

|Gk
n| ≤

(

n
k

)

2(n

2
)−(k

2
) . . . (2)

From (1) and (2),

|Gk
n|

|Gn|
≤

(

n
k

)

2−(k

2
) <

nk 2−(k

2
)

k!
. . . (3)

Suppose, now thatn < 2
k

2 .

From (3), it follows that

|Gk
n|

|Gn|
≤

2
k
2

2 2−(k

2
)

k!
=

2
k

2

k!
≤ 1

2

Therefore, fewer than half of the graphs inGn contain a clique ofk vertices. Also, be-

causeGn = {G | Gc ∈ Gn}, fewer than half of the graphs inGn contain an independent

set of k vertices. Hence some graph inGn contains neither a clique nor an independent

set of k vertices. Because this holds for anyn < 2
k

2 , we haver(k, k) ≥ 2
k

2 .

Corollary 4.2.9. If m = min{k, l}, then r(k, l) ≥ 2
m

2 .
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r(k, l) can be thought of as the smallest integern such that every 2-edge colour-

ing (E1, E2) of Kn contains either a complete subgraph onk vertices, all of whose

edges are in colour 1 or a complete subgraph onl vertices, all of whose edges are in

colour 2. Expressed in this form, the Ramsey number have a natural generalisation. We

define r(k1, k2, . . . , km) to be the smallest integer such that everym -edge colouring

(E1, E2, . . . , Em) of Kn contains for somei, a complete subgraph onKi vertices, all

of whose edges are in colouri.

The following theorem and corollary generalise Ramsey theorem and the upper

bound theorem.

Theorem 4.2.10. r(k1, k2, . . . , km) ≤ r(k1 − 1, k2, . . . , km) + r(k1, k2 − 1, . . . , km) +

. . .+ r(k1, k2, . . . , km − 1) −m+ 2.

Corollary 4.2.11. r(k1 + 1, k2 + 1, . . . , km + 1) ≤
(k1 + k2 + . . .+ km)!

k1!k2! . . . , km!
.

Exercises
1. If G and H are two simple graphs, prove thatα(G[H]) ≤ α(G)α(H).

2. Prove thatr(kl + 1, kl + 1) − 1 ≥ (r(k + 1, k + 1) − 1) × (r(l + 1, l + 1) − 1).

3. Prove thatr(2n + 1, 2n + 1) ≥ 5n + 1 for all n ≥ 0.

4. Prove that the join of a 3-cycle and a 5-cycle contains noK6, but that every

2-edge colouring yields a monochromatic triangle.

4.3 Turan’s Theorem

In this section, we prove a well-known theorem due to Turan (1941), which deter-

mines the maximum number of edges that a simple graph onν vertices and not contain-

ing a clique of sizem+1 can have. Turan’s theorem has become the basis of a significant

branch theory known as extremal graph theory. We derive it from the following theorem

of Erdos (1970).

Theorem 4.3.1. (Erdos) If a simple graphG contains noKm+1, then G is degree

majorised by some completem -partite graph H. Moreover, if G has the same degree

sequence asH, then G ∼= H.

Proof. By induction onm. The theorem is trivial form = 1. Assume that it holds for
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all m < n and letG be a simple graph which contains noKn+1. Choose a vertexu of

degree∆ in G and setG1 = G[N(u)]. Since G contains noKn+1, G1 contains no

Kn and therefore, by induction hypothesis,G1 is degree majorised by some complete

(n− 1) -partite graphH1.

Now, set V1 = N(u) and V2 = V \V1 and denote byG2 the graph whose vertex

set is V2 and whose edge set is empty. Consider the joinG1∨G2 of G1 and G2. Since

NG(v) ⊆ NG1∨G2
(v) for all v ∈ V1 . . . . . . (1)

Since each vertex ofV2 has degree∆ in G1 ∨G2, G is degree majorised byG1 ∨G2.

Therefore,G is also degree majorised by the completen -partite graphH = H1 ∨G2.

Figure 4.3.1

4

5

6

u

G(3, 3, 4, 4, 4, 4, 5, 5)
Another diagram ofG

with G1 = G[N(u)] indicated

H1 G1 ∨G2(5, 5, 5, 5, 5, 5, 5, 5)H = H1 ∨G2(5, 5, 5, 5, 5, 5, 6, 6)

4

4

4

55

55

5
5

5

55

5 5

5

5 55

6

3

3

Suppose now thatG has the same degree sequence asH, then G has the same degree

sequence asG1∨G2 and hence equality must hold in (1). Thus, inG, every vertex ofV1

must be joined to every vertex ofV2. It follows that G = G1 ∨G2. SinceG = G1 ∨G2

has the same degree sequence asH = H1∨G2, the graphsG1 and H1 must have same

degree sequence and therefore, by induction hypothesis, they must be isomorphic.

Thus, G ∼= H.

Definition 4.3.2. A k -partite graphis one whose vertex set can be partitioned intok

subsets so that no edge has both ends in any one subset. A complete k -partite graph is
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one that is simple and in which each vertex is joined to every vertex that is not in the same

subset. The completem -partite graph onn vertices is one in which each part has either

[ n
m

] or { n
m
} vertices and is denoted byTm,n. That is, Tm,n is the completem -partite

graph on n vertices in which all parts are as equal in size as possible. The graphH

shown in Figure 4.3.1 isT3,8.

Theorem 4.3.3. (Turan) If G is a simple graph and contains noKm+1, then ǫ(G) ≤

ǫ(Tm,ν). Moreover, ǫ(G) = ǫ(Tm,ν) only if G ∼= Tm,ν .

Proof. Let G be a simple graph that contains noKm+1. Therefore, by Theorem??, G

is degree majorised by some completem -partite graphH.

Obviously, ǫ(G) ≤ ǫ(H) . . . (1)

But ǫ(H) ≤ ǫ(Tm,ν) . . . (2)

From (1) and (2),ǫ(G) ≤ ǫ(Tm,ν), proving the first part.

Supposeǫ(G) = ǫ(Tm,ν), then equality must hold in (1) and (2). Sinceǫ(G) =

ǫ(H) and G is degree majorised byH, G must have the same degree sequence asH.

Therefore, by Theorem 4.3.1,G ∼= H.

Also, since ǫ(H) = ǫ(Tm,ν), it follows that H ∼= Tm,ν .

We conclude thatG ∼= Tm,ν .

Solved Problems
Problem 1. Prove that in any set of six people, there will always be either of three who

are mutually acquainted or three who are mutually strangers.

Solution. Consider a graphG on six vertices in which the vertices represent the 6 peo-

ple and two vertices are adjacent if the corresponding persons are acquainted. Then it is

enough to prove thatG has three vertices which are adjacent to each other or has three

vertices which are not adjacent to each other. In other words, we have to prove thatG or

Gc contains a triangle.

Let v be a vertex ofG. Since G contains 5 vertices other thanv, it must be

either adjacent to three vertices inG or nonadjacent to three vertices inG. Hence, v

must be adjacent to three vertices inG or Gc. Without loss of generality, let us assume

that v is adjacent to three vertices inG. If two of these vertices are adjacent, thenG

contains a triangle. If not, then those three vertices formsa triangle inGc.

HenceG or Gc contains a triangle.
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Exercises

1. In a group of nine people, one person knows two of the others, two people knows

four others, four each knows five others and the remaining twoeach know six others.

Show that there are three people who know one another.

2. A certain bridge has a special rule to the effect that four members may play together

only if no two of them have previously partnered one another.At one meeting four-

teen members, each of whom has previously partnered five others, turn up. Three

games are played and then proceedings come to a halt because of the club rule. Just

as the members are preparing to leave, a new member, unknown to any of them

arrives. Show that at least one more game can now be played.

3. If G is simple, andǫ ≥ ν2

4
, prove thatG contains a triangle.

4.4 Vertex Colourings

In the previous chapter, we have studied edge colouring of graphs. We now turn

our attention to the analogous concept, namely vertex colouring.

Definition 4.4.1. A k -vertex colouringof G is an assignment ofk colours 1, 2, . . . , k

to the vertices ofG. The colouring is said to be proper if no two distinct adjacentvertices

have the same colour. Thus a properk -vertex colouring of a loopless graphG is a

partition of V into k independent (possibly empty) sets(V1, V2, . . . , Vk). G is k -

vertex colourable ifG has a properk -vertex colouring.

Terminology.For convenience, we shall abbreviate ”proper vertex colouring” as

simply a ”colouring” and ”proper k -vertex colouring” as simply a ”k -colouring” and

” k -vertex colourable” as ”k -colourable”.

Remark 4.4.2.(i) G is k -colourable if and only if its underlying graph isk -colourable.

Hence,in discussing colourings, we shall restrict ouselves to simple graphs.
(ii) G is 1 -colourable if and only if it is empty.

(iii) G is 2 -colourable if and only if it is bipartite.

Definition 4.4.3. The chromatic numberχ(G) of a graphG is the minimum k for

which G is k -colourable. Ifχ(G) = k, G is said to bek -chromatic. A 3 -chromatic

graph is shown in Figure4.4.1.
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3-chromatic graph

Figure 4.4.1

Definition 4.4.4. A graph G is critical if χ(H) < χ(G) for every proper subgraphH

of G. A k -critical graph is one that isk -chromatic and critical. A4 -critical graph is

shown in Figure4.4.1.

Figure 4.4.2.

Grotzsch graph - a 4-critical graph

v1

v2

u1

u2

u4

u5

u3

v3v4

v5

Remark 4.4.5. (i) Every k -chromatic graph has ak -critical subgraph.

(ii) Every critical graph is connected.

Theorem 4.4.6.If G is k -critical, then δ ≥ k − 1.

Proof. We prove by the method of contradiction.

If possible, letG be a k -critical graph with δ < k − 1. Let v be a vertex of degreeδ

in G.

Since G is k -critical, G− v is (k − 1) -colourable. Let(V1, V2, . . . , Vk−1) be

a (k − 1) -colouring of G− v.

By definition, v is adjacent inG to δ < k− 1 vertices and therefore,v must be

adjacent inG to every vertex of someVj. But then, (V1, V2, . . . , Vj ∪ {v}, . . . , Vk−1)

is a (k − 1) -colouring of G, a contradiction toG is k -critical.

Thus, δ ≥ k − 1.

Corollary 4.4.7. Every k -chromatic graph has at leastk vertices of degree at least

k − 1.
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Proof. Let G be a k -chromatic graph and letH be a k -critical subgraph ofG. By

Theorem 4.4.6, each vertex ofH has degree at leastk− 1 in H and hence, also inG.

Being a k -chromatic graph,G has at leastk vertices of degree at leastk − 1.

Corollary 4.4.8. For any graphG, χ ≤ ∆ + 1.

Proof. Supposeχ ≥ ∆ + 2. Then, by Corollary 4.4.7,G has at leastχ vertices of

degree at leastχ− 1 ≥ ∆ + 1, which is impossible.

Definition 4.4.9. Let S be a vertex cut of a connected graphG and let the components

of G−S have vertex setsV1, V2, . . . , Vn. Then the subgraphGi = G[Vi∪S] are called

the S -componentsof G. For S = {u, v}, the S -components are given in Figure 4.4.3.

We say that the colouringsG1, G2, . . . , Gn agree onS if, for every v ∈ S, vertex v

is assigned the same colour in each of the colourings.

u

v

Figure 4.4.3

G {u, v} -componenets ofG

vvv

uuu

Theorem 4.4.10.In a critical graph, no vertex cut is a clique.

Proof. By contradiction. LetG be a k -critical graph and suppose thatG has a vertex

cut S that is a clique. Denote theS -components ofG by G1, G2, . . . , Gn. SinceG is

k -critical, eachGi is (k−1) colourable. Furthermore, sinceG is a clique, the vertices

in S must receive distinct colours in any(k− 1) -colouring of Gi. It follows that there

are (k − 1) -colourings of G1, G2, . . . , Gn which agree onS. But these colourings

together yield a(k − 1) -colouring of G, a contradiction.

Hence, in a critical graph, no vertex cut is a clique.

Corollary 4.4.11. Every critical graph is a block.

Proof. If v is a cut vertex, then{v} is a vertex cut, which is also, trivially a clique. It

follows from Theorem4.4.10 that no critical graph has a cut vertex; equivalently, every

critical graph is a block.
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Definition 4.4.12. If a critical graphG has a 2-vertex cut{u, v}, then u and v cannot

be adjacent. We say that a{u, v} -componentGi of G is of type 1if every (k − 1) -

colouring of Gi assigns the same colour tou and v, and oftype 2if every (k − 1) -

colouring of Gi assigns different colours tou and v.

u

v
A graph G Type 1 Type 2

Figure 4.4.4

uu

v v

Theorem 4.4.13.Let G be a k -critical graph with a 2 -vertex cut{u, v}. Then

(i) G = G1 ∪G2, whereGi is a {u, v} -component ofG of type i (i = 1, 2), and

(ii) both G1 + uv and G2.uv are k -critical graphs (whereG2.uv denotes the graph

obtained fromG2 by identifyingu and v ).

Proof. (i) SinceG is critical, each{u, v} -component ofG is (k−1) -colourable. Now

there cannot exist(k− 1) -colourings of these{u, v} -components all of which agree on

{u, v}, since such colourings would together yield a(k−1) -colouring of G. Therefore,

there are two{u, v} -componentsG1 and G2 such that no(k − 1) -colouring of G1

agrees with any(k − 1) -colouring of G2. Clearly, one, sayG1, must be of type 1

and the other,G2, of type 2. SinceG1 and G2 are of different types, the subgraph

G1 ∪ G2 of G is not (k − 1) -colourable. Therefore, becauseG is critical, we must

haveG = G1 ∪G2.

(ii) Set H1 = G1 + uv. Since G1 is of type 1, H1 is k -chromatic. We shall

prove thatH1 is critical by showing that, for every edgee of H1, H1 − e is (k − 1) -

colourable. This is clearly so ife = uv, since thenH1 − e = G1. Let e be some other

edge ofH1. In any (k − 1) -colouring of G − e, the verticesu and v must receive

different colours, sinceG2 is a subgraph ofG − e. The restriction of such a colouring

to the vertices ofG1 is a (k − 1) -colouring of H1 − e. Thus G1 + uv is k -critical.

An analogous argument shows thatG2.uv is k -critical.

Corollary 4.4.14. Let G be a k -critical graph with a 2-vertex cut{u, v}. Then

d(u) + d(v) ≥ 3k − 5.

Proof. Let G1 be a {u, v} -component of type 1 andG2 be a {u, v} -component of
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type 2. SetH1 = G1 + uv and H2 = G2.uv. By Theorem 4.4.13 and the fact that

δ ≥ k − 1, we have

dH1
(u) ≥ k − 1 and dH1

(v) ≥ k − 1, since δ ≥ k − 1.

Therefore,dH1
(u) + dH1

(v) ≥ 2k − 2, and

dH2
(w) ≥ k − 1,

where,w is the new vertex obtained by identifyingu and v.

It follows that

dG1
(u) + dG1

(v) ≥ 2k − 2 − 2

⇒ dG1
(u) + dG1

(v) ≥ 2k − 4 . . . . . . (1) and

dG2
(u) + dG2

(v) ≥ dH2
(w)

⇒ dG2
(u) + dG2

(v) ≥ k − 1 . . . . . . (2)

Inequalities in (1) and (2) yields

dG(u) + dG(v) ≥ 2k − 4 + k − 1

≥ 3k − 5.

Definition 4.4.15. A graph G is uniquely k -colourable if any twok -colourings ofG

induce the same partition ofV. The cycleC4 is uniquely 2-colourable as shown in Fig-

ure 4.4.5.

Figure 4.4.5

b

b

Solved Problems
Problem 1.Prove that for any graphG, the following are equivalent

(a) G is 2-colourable.

(b) G is bipartite.

(c) Every cycle ofG has even length.

Solution. (a)⇒ (b): Assume thatG is 2-colourable. ThenV (G) can be partitioned

into two independent sets (colour classes). Hence they forma bipartition ofG.

(b)⇒ (c): Assume thatG is bipartite. ThenG contains no odd cycle. That is,

every cycle ofG has even length.

(c)⇒ (a): Assume that every cycle ofG has even length. ThenG is bipartite. Hence

V (G) can be partitioned into two setsV1 and V2 such that both are independent sets
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in G. Then the vertices ofV1 can be coloured with one colour and the vertices ofV2

can be coloured with another colour. Thus,(V1, V2) is a 2-colouring ofG. Hence,G

is 2-colourable.

Problem 2. If G is uniquely k -colourable, prove thatδ(G) ≥ k − 1.

Solution. Let v be any vertex ofG. In any k -colouring of G, v must be adjacent

with at least one vertex of every colour, different from the one that is assigned tov. Oth-

erwise, by re-colouringv with a colour which none of its neighbour is having, we get a

different k -colouring. Henced(v) ≥ k − 1 and henceδ(G) ≥ k − 1.

Problem 3 If G is uniquely k -colourable, prove that in anyk -colouring of G, the

subgraph induced by the union of any two colour classes is connected.

Solution. Let (C1, C2, . . . , Ck) be any k -colouring of G. Consider two classes, say

C1 and C2. SupposeC1 ∪C2 is disconnected. LetH be a component of the subgraph

induced byC1∪C2. Obviously, no vertex ofH is adjacent to a vertex ofV (G)−V (H)

that is coloured eitherC1 or C2. Hence, interchanging the colour of the vertices inH

and retaining the original colours for all other vertices, we get a differentk -colouring of

G, which is a contradiction toG is uniquely k -colourable.

HenceC1 ∪ C2 is connected.

Problem 4Prove that every uniquelyk -colourable graph is(k − 1) -connected.

Solution. Let G be a uniquely k -colourable graph. SupposeG is not (k − 1) -

connected. Then there exists a setS of at most k − 2 vertices such thatG − S is

either trivial or disconnected. IfG− S is trivial, then G has at mostn− 1 vertices so

that G is not uniquely k -colourable. HenceG − S has at least two components and

there are at least two coloursc1 and c2 that are assigned to any vertices ofS.

If every vertex in a component ofG−S has colour different fromc1 and c2, then

by assigning colourc1 to a vertex of this component, we get a differentk -colouring of

G. Otherwise, by interchanging the coloursc1 and c2 in a component ofG − S, a

different k -colouring of G is obtained. In any case,G is not uniquelyk -colourable,

which is a contradiction. HenceG is (k − 1) -connected.

Problem 5 Let G be a uniquelyk -colourable graph. Prove that for anym, where

2 ≤ m ≤ k, the subgraph induced by the union of anym colour classes is(m − 1) -

connected in anyk -colouring of G.

Solution. Let H be the subgraph induced by the union of anym colour classes. We

claim thatH is uniquelym -colourable. SupposeH has differentm -colourings. Then
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thesem -colourings ofH induce differentk -colourings inG, which is a contradic-

tion. ThusH is uniquelym -colourable. Hence by Problem 4,H (m−1) -connected.

Exercises

1. If G is simple, prove thatχ ≥
ν2

ν2 − 2ǫ
.

2. If any two odd cycles ofG have a vertex in common, prove thatχ ≤ 5.

3. Show thatχ(G) ≤ 1 +max δ(H), where the maximum is taken over all induced

subgraphsH of G.

4. Show that the only1 -critical graph isK1 and the only2 -critical graph isK2.

5. Show that the only3 -critical graphs are the odd cycles.

6. Show that no vertex cut of ak -critical graph induces a uniquely(k − 1) -

colourable subgraph.

7. Show that ifu and v are vertices of a critical graph, thenN(u) is not a subset

of N(v).

8. Prove that nok -critical graph has exactlyk + 1 vertices.(Hint: use Exer.7.)

9. Show thatχ(G1 ∨G2) = χ(G1) + χ(G2).

10. Prove thatG1 ∨G2 is critical if and only if bothG1 and G2 are critical.

11. For n = 4 and all n ≥ 6, construct a 4-critical graph onn vertices.

4.5 Brooks’ Theorem and Hajos’ Conjecture

The following theorem due to Brooks (1941) shows that there are only two types of

graphs for whichχ = ∆ + 1.

Theorem 4.5.1. If G is a connected simple graph and is neither an odd cycle nor a

complete graph, thenχ ≤ ∆.

Proof. Let G be a connected simple graph and is neither an odd cycle nor a complete

graph. Letχ(G) = k.

Since everyk - chromatic graph containsk -critical subgraph, without loss of generality,

we may assume thatG is k -critical. By Corollary 4.4.11,G is a block. Since1 -

critical and 2 -critical graphs are complete and3 -critical graphs are odd cycles, we have

k ≥ 4.

If G has a connectivity 2, then there is a 2-vertex cut{u, v} in G. Then
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2∆ ≥ d(u) + d(v) ≥ 3k − 5 = (2k − 1) + (k − 4) ≥ 2k − 1.

Since 2∆ is even,χ = k ≤ ∆.

Now assume thatG is 3-connected. SinceG is not complete, there exist vertices

u, v and w in G such thatuv, vw ∈ E and uw /∈ E. Set u = v1 and w = v2 and

let v3, v4, . . . , vν = v be any ordering of the vertices ofG − {u,w} such that eachvi

is adjacent to somevj with j > i. (This can be achieved by arranging the vertices of

G−{u,w} in nonincreasing order of their distance fromv. ) We can now describe a∆ -

colouring of G by assigning colour 1 tov1 = u and v2 = w; then successively colour

v3, v4, . . . , vν = v, each with the first available colour in the list1, 2, . . . ,∆. By the

construction of the sequencev1, v2, . . . , vν , each vertexvi, 1 ≤ i ≤ ν−1, is adjacent to

some vertexvi with j > i and therefore to at most∆ − 1 vertices vj with j < i. It

follows that, when its turn comes to be coloured,vi is adjacent to at most∆−1 colours

and thus one of the colours1, 2, . . . ,∆ will be available. Finally, sincevν is adjacent

to two vertices of colour 1 (namelyv1 and v2 ), it is adjacent to at most∆ − 2 other

colours and can be assigned one of the colours2, 3, . . . ,∆.

Definition 4.5.2. A subdivisionof a graphG is a graph that can be obtained fromG by

a sequence of edge subdivision. Figure4.5.1 shows the subdivision ofK4.

Figure 4.5.1

A subdivision ofK4

If G is k -chromatic, thenG contains a subdivision ofKk. This is known as

Hajos’ conjecture.Note that, a 4-cycle is a subdivision ofK3, but is not 3-chromatic.

For k = 1 and k = 2, the validity of Hajos’ conjecture is obvious. It can also be

verified for k = 3, because a 3-chromatic graph necessarily contains an odd cycle and

every odd cycle is a subdivision ofK3. Dirac settled the case fork = 4.

Theorem 4.5.3.If G is 4 -chromatic, thenG contains a subdivision ofK4.

Proof. Let G be a 4-chromatic graph. Since everyk - chromatic graph containsk -
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critical subgraph and if some subgraph ofG contains a subdivision ofK4, then does

G, without loss of generality, we may assume thatG is k -critical. By Corollary 4.4.11,

G is a block with δ ≥ 3 and soν ≥ 4.

We proceed by induction onν. If ν = 4, then G is K4 and the theorem holds obvi-

ously. Assume that the theorem holds for all graphs with fewer than n vertices and let

ν(G) = n > 4.

SupposeG is 2-connected and{u, v} is a 2-vertex cut ofG. By Theorem

4.4.13, G has two componentsG1 and G2, where G1 + uv is 4-critical. Since

ν(G1 + uv) < ν(G), we can apply the induction hypothesis and deduct thatG1 + uv

contains a subdivision ofK4. It follows that, if P is a (u, v) -path in G2, then G1∪P

contains a subdivision ofK4. SinceG1 ∪G2 ⊆ G, G contains a subdivision ofK4.

SupposeG is 3-connected. Sinceδ ≥ 3, G has a cycleC of length at least four.

Let u and v be nonconsecutive vertices onC. Since G − {u, v} is connected, there

is a pathP in G− {u, v} connecting the two components ofC − {u, v}. We assume

that the originx and the terminusy are the only vertices ofP on C. Similarly, there

is a pathQ in G− {x, y}.

x

y

C

Q

P

w

x

y

C
P ′

(a)

Figure 4.5.2

(b)

If P and Q have no vertex in common, thenC ∪ P ∪ Q is a subdivision ofK4.

Otherwise, letw be the first vertex ofP on Q and let P ′ denote the(x,w) -section

of P. Then C ∪ P ′ ∪ Q is a subdivision ofK4. Hence in both casesG contains a

subdivision ofK4.

Hajos’ conjecture has not yet been settled in general. Thereis a related conjecture

due to Hadwiger (1943): ifG is k -chromatic, thenG is ‘contractible’ to a subgraph

which containsKk.



112 CHAPTER 4. INDEPENDENT SETS AND CLIQUES

4.6 Chromatic Polynomials

We denote the number of distinctk -colourings ofG by πk(G); thus πk(G) > 0

if and only if G is k -colourable. Two colourings are said to be regarded as distinct if

some vertex is assigned different colours in the two colourings.

If ǫ(G) = 0, then each vertex can be independently assigned any one of thek available

colours. Therefore,πk(G) = kν . If G is complete, then there arek choices for the

first vertex, k − 1 choices for the second,k − 2 choices for the third, and so on. Thus,

in this case,πk(G) = k(k − 1)(k − 2) . . . (k − ν + 1).

A triangle has six distinct 3-colourings.

Figure 4.6.1

bc

b

b b b

b bb

Note that even though there is exactly one vertex of each colour in each colouring, we

still regard these six colourings as distinct.

Theorem 4.6.1.If G is simple, thenπk(G) = πk(G− e) − πk(G.e) for any edgee of

G.

Proof. Let u and v be the ends ofe. To eachk -colouring of G − e that assigns the

same colour tou and v, there corresponds ak -colouring of G.e in which the vertex

of G.e formed by identifying u and v is assigned the common colour ofu and v.

This correspondence is clearly a bijection. Therefore,πk(G.e) is precisely the number

of k -colourings ofG− e in which u and v are assigned the same colour.

Also, since eachk -colouring of G − e that assigns different colour tou and v

is a k -colouring of G and conversely,πk(G) is the number ofk -colourings ofG− e

in which u and v are assigned different colours. Hence it follows thatπk(G − e) =

πk(G) + πk(G.e)

Corollary 4.6.2. For any graphG, πk(G) is a polynomial ink of degreeν, with in-

teger coefficients, leading termkν and constant term zero. Furthermore, the coefficients

of πk(G) alternate in sign.

Proof. By induction on ǫ. We may assume, without loss of generality thatG is simple.

If ǫ = 0 then πk(G) = kν , which trivially satisfies the conditions of the corollary.
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Suppose, now, that the corollary holds for all graphs with fewer thanm edges and letG

be a graph withm edges, wherem ≥ 1. Let e be any edge ofG. Then bothG − e

and G.e have m − 1 edges and it follows from the induction hypothesis that there are

nonnegative integersa1, a2, . . . , aν−1 and b1, b2, . . . , bν−2 such that

Figure 4.6.2

πk(G− e) =
ν−1
∑

i=1

(−1)ν−iaik
i + kν and

πk(G.e) =
ν−2
∑

i=1

(−1)ν−1−iaik
i + kν−1

By the above theorem,

πk(G) = πk(G− e) − πk(G.e)

=
ν−2
∑

i=1

(−1)ν−i(ai + bi)k
i − (aν−1 + 1)kν−1 + kν .

Thus, G too satisfies the conditions of the corollary. Hence the result follows by induc-

tion hypothesis.

Corollary 4.6.3. If G is simple, then the coefficient ofkν−1 in πk(G) is −ǫ.

Proof. We shall prove the result by induction onǫ.

If ǫ = 0, then πk(G) = kν . Hence the coefficient ofkν−1 = 0 = −ǫ.

Now assume the result for all graphs with less thanǫ edges. Lete be an edge ofG.

Then, by Theorem 4.6.1,πk(G) = πk(G− e) − πk(G.e) . . . (1)

SinceG−e has ǫ−1 edges (less thanǫ edges), by induction hypothesis, the coefficient

of kν−1 in πk(G− e) is −ǫ.

Hence the coefficient ofkν−1 in πk(G) = −(ǫ− 1) − 1, using (1)

= −ǫ.
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We can refer to the functionπk(G) as thechromatic polynomialof G. Chromatic

polynomial can be calculated in either of the two ways.

(i) by repeatedly applying the recursionπk(G) = πk(G−e)−πk(G.e) and thereby

expressingπk(G) as a linear combination of chromatic polynomials of empty graphs, or

(ii) by repeatedly applying the recursionπk(G−e) = πk(G)+πk(G.e) and thereby

expressingπk(G) as a linear combination of chromatic polynomials of complete graphs.

Method (i) is more suited for graphs with few edges whereas (ii) can be applied

more efficiently to graphs with many edges.

Solved Problems
Problem 1. If G1, G2, . . . , Gω are components ofG, prove thatπk(G)

= πk(G1)πk(G2) . . . πk(Gω).

Solution.Number of ways of colouringG1 with k colours isπk(G1). Since any choice

of k -colourings forG1, G2, . . . , Gω can be combined to give ak -colouring, we have

πk(G) = π(G1)π(G2) . . . π(Gω).

Problem 2A simple graphG on n vertices is a tree if and only ifπk(G) = k(k−1)n−1.

Solution. Let G be a tree. We prove thatπk(G) = k(k − 1)n−1 by induction onn.

If n = 1, then the result is trivial. So we assume that the result holdsfor all trees with at

most n− 1 vertices,n ≥ 2.

Let G be a tree onn vertices ande be a pendant edge ofG. By Theorem 4.6.1,

πk(G) = πk(G − e) − πk(G.e). Now G − e is a forest with two components of order

(n− 1) and 1. Hence,πk(G− e) = (k(k − 1)n−1)k, by Problem 1.

SinceG.e is a forest with(n− 1) vertices,πk(G.e) = k(k − 1)n−2

Thus, πk(G− e) = (k(k − 1)n−1)k − k(k − 1)n−2

= k(k − 1)n−1

Conversely, assume thatG is a simple graph withπk(G) = k(k − 1)n−1

= kn − (n− 1)kn−1 + . . .+ (−1)n−1k.

Hence, by Corollaries 4.6.2 and 4.6.3,G has n vertices and(n − 1) edges. Further,

the last term,(−1)n−1k ensures thatG is connected. Hence,G is a tree.

Problem 3Prove thatk4 − 3k3 + 3k2 cannot be the chromatic polynomial of any graph.

Solution. Suppose that there exists a graphG such thatπk(G) = k4 − 3k3 + 3k2. Then

the number of vertices inG is 4 and the number of edges is 3 (by Problem 2).

Case 1.SupposeG is connected. Sinceq = 3 = p− 1, G is a tree.

Hence, by Problem 2,πk(G) = k(k − 1)3

= k4 − 3K3 + 3k2 − k, which is a contradiction.
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Case 2.SupposeG is not connected.

Then G = K3 ∪K1

Therefore,πk(G) = π(K3)π(K1)

= k(k − 1)(k − 2)k

= k4 − 3K3 + 3k2, which is again a contradiction.

Hence the result is proved.

Remark 4.6.4. Chromatic polynomial of a graph does not fix the graph uniquelyup to

isomorphism. For example,k(k − 1) is the chromatic polynomial of both the noniso-

morphic graphsK1,3 and P4.

Exercises
1. Calculate the chromatic polynomials of the following two graphs:

2. If G is a cycle of lengthn, prove thatπk(G) = (k − 1)n + (−1)n(k − 1).

3. Show thatπk(G ∨K1) = kπk−1(G).

4. If G is a wheel withn spokes, then prove thatπk(G) = k(k−2)2 +(−1)nk(k−1).

(Hint: Use Exercises 1 and 2)

5. If G is complete, prove thatπk(G ∪H)πk(G ∩H) = πk(G)πk(H).

6. Prove that a graphG is connected if and only if the coefficient ofk in πk(G)

is not zero.

4.7 Girth and Chromatic Number

In any colouring of a graph, the vertices in clique must all beassigned different

colours. Thus a graph with large clique neccessarily has a high chromatic number.

Theorem 4.7.1.For any positive integerk, there exists ak -chromatic graph containing

no triangle.
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Proof. For k = 1 and k = 2, the graphsK1 and K2 have the required property.

We proceed by induction onk. Suppose that we have already constructed a triangle-free

graph Gk with chromatic numberk ≥ 2. Let the vertices ofGk be v1, v2, . . . , vn.

Form a new graphGk+1 from Gk by addingn+ 1 new verticesu1, u2, . . . , un, v and

then, for 1 ≤ i ≤ n, join ui to the neighbours ofvi and to v. For example, ifG2 is

K2 then G3 is the 5-cycle andG4 the Grotzsch graph(see Figure4.6.3 ).

The graphGk+1 clearly has no triangles. For, since{u1, u2, . . . , un} is an inde-

pendent set inGk+1, no triangles can have more than oneui and if uivjvkui were a

triangle in Gk+1, then uivjvkui would be a triangle inGk, contrary to assumption.

We now show thatGk+1 is (k + 1) -chromatic. Note thatGk+1 is certainly

(k+1) -colourable, since anyk -colouring ofGk can be extended to a(k+1) -colouring

of Gk+1 by colouring ui with the same colour asvi, 1 ≤ i ≤ n, and then assigning a

new colour tov. Therefore it remains to show thatGk+1 is not k -colourable. If possi-

ble, consider ak -colouring of Gk+1 in which, without loss of generality,v is assigned

colour k. Now recolour each vertexvi of colour k with the colour assigned toui.

Figure 4.6.3. Mycielski’ construction

v1

v2

v

v2v1
v1

v1

v2 v2

u1

u2

u4

u5

u1 u2

u3

v3v4

v5

v3v4

v5

This results in a(k − 1) -colouring of k -chromatic graphGk. Therefore, Gk+1 is

indeed (k + 1) -chromatic. Hence the theorem follows from the principle ofinduction.
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By starting with 2-chromatic graphK2, the above construction yields, for all

k ≥ 2, a triangle freek -chromatic graph of order3.2k−2 − 1.

Using the probablistyic method, Erdos(1961) has shown that, given two integers

k ≥ 2 and l ≥ 2, there is a graph with girthk and chromatic numberl.

Exercises
1. Let G3, G4, . . . be the graphs obtained fromG2 = K2, using Mycielski’s

construction, show that eachGk is k -critical.

2. If G is simple with ν ≥ 4 and ǫ = 2ν − 2 that contains no subdivision

of K4.

3. For ν ≥ 4, find a simple graphG with ǫ = 2ν − 3 that contains no subdivision

of K4.

4. If G is a graph without loops and∆ = 3, prove thatχ ≤ 4.

5. If G is simple and has at most one vertex of degree less than three,prove that

G contains a subdivision ofK4.
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Chapter 5

COMBINATORICS

What is Combinatorics?
Combinatorics is a young field of mathematics, starting to be an independent branch

only in the 20th century. However, combinatorial methods and problems have been

around ever since. Many combinatorial problems look entertaining or aesthetically pleas-

ing and indeed one can say that roots of combinatorics lie in mathematical recreations and

games. Nonetheless, this field has grown to be of great importance in todays world, not

only because of its use for other fields like physical sciences, social sciences, biological

sciences, information theory and computer science.

Combinatorics is concerned with:

(i) Arrangements of elements in a set into patterns satisfying specific rules, generally re-

ferred to as discrete structures. Here discrete (as opposedto continuous) typically also

means finite, although we will consider some infinite structures as well.

(ii) The existence, enumeration, analysis and optimization of discrete structures.

(iii) Interconnections, generalizations- and specialization-relations between several dis-

crete structures.

Existence:We want to arrange elements in a set into patterns satisfyingcertain rules. Is

this possible? Under which conditions is it possible? What are necessary, what sufficient

conditions? How do we find such an arrangement?

Enumeration: Assume certain arrangements are possible. How many such arrangements

exist? Can we say there are at least this many, at most this manyor exactly this many?

How do we generate all arrangements efficiently?

Classification: Assume there are many arrangements. Do some of these arrangements

differ from others in a particular way? Is there a natural partition of all arrangements into

specific classes?

119
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Meta-Structure: Do the arrangements even carry a natural underlying structure, e.g.,

some ordering? When are two arrangements closer to each otheror more similar than

some other pair of arrangements? Are different classes of arrangements in a particular

relation?

Optimization: Assume some arrangements differ from others according to some mea-

surement. Can we find or characterize the arrangements with maximum or minimum

measure, i.e. the best or worst arrangements?

5.1 Permutations and Combinations

The words selection and arrangement will be used in the ordinary sense. Thus, there

should be no ambiguity in the meanings of statements such as “to select two representa-

tives from five candidates”, ”there are10 possible outcomes when two representatives

are sekcted from five candidates”, “the books are arranged onthe shelf”, and “there are

120 ways to arrange five different books on the shelf”. The word combination has the

same meaning as the word “selection”, and the word permutation has the same meaning

as the word “arrangement”.

Definition 5.1.1. An r-combinationof n objects is defined as an unordered selection of

r of these objects. Anr− permutationpermutation ofn objects is defined as an ordered

arrangement ofr of these objects.

For example, to form a committee of20 senators from100 senators. It is an

unordered selection of20 senators from the100 senators and is therefore a20 combi-

nation of the100 senators. On the other hand, the outcome of a horse race can beviewed

as an ordered arrangement of thet horses in the race and is therefore at− permutation

of the t horses.

We are interested here in enumerating the number of combinations or permutations

of a given set of objects. Let the notationC(n, r) denote the number ofr− combinations

of n distinct objects, and the notationP (n, r) denote the number ofr -permutations of

n distinct objects.

Since there is just one way to selectn objects from n objects, C(n, n) = 1.

Since there aren ways to select one object out ofn objects,C(n, 1) = n.

For three objectsA,B and C, the selections of two objects areAB,AC, and

BC. Hence,C(3, 2) = 3 and for three objectsA,B, and C, the arrangements of two



5.1. PERMUTATIONS AND COMBINATIONS 121

objects areAB,BA,AC,CA,BC and CB. Hence,P (3, 2) = 6.

Rule of product: If one event can occur inm ways and another event can occur in

n ways, there arem× n ways in which these two events can occur.

Rule of sum: If one event can occur inm ways and another event can occur inn

ways, there arem, m+ n ways in which one of these two events can occur.

Problem 5.1.2. There are five Roman lettersa, b, c, d, and e and three Greek letters

α, β and γ.

How many ways are there to select two letters, one from each alphabet?

How many ways are there to select one letter, that is either Roman or Greek?

Solutions (a) By rule of product, there are5 × 3 = 15 ways to select two letters, one

from each alphabet.

(b) Since there are five ways to select a Roman letter and three ways to select a Greek

letter, by rule of sum, there are5 + 3 = 8 ways to select one letter that is either a Roman

or a Greek letter.

Remark 5.1.3. Clearly, the occurrence of an event can mean either the selection or the

arrangement of a certain number of objects.

Problem 5.1.4. There are five books in Latin, seven books in Greek, and ten books in

French. How many ways are there to choose just two books?

Solution (a) By rule of product,5×7 ways to choose a book in Latin and a book in Greek,

5× 10 ways to choose a book in Latin and a book in French, and7× 10 ways to choose

a book in Greek. Hence by the rule of sum, and there are5× 7 + 5× 10 + 7× 10 = 155

ways to choose two books of different languages.

(b) There are22 × 21 = 462 ways to choose two books from the twenty-two books.

Result 5.1.5.Using a combinatorial argument, prove that

P (n, r) = P (r, r) × C(n, r).

Proof. By the rule of product, one can make an ordered arrangement ofr of n distinct

objects by first selectingr objects from then objects and then arranging theser objects

in order. Hence,P (n, r) = P (r, r) × C(n, r).



122 CHAPTER 5. COMBINATORICS

Result 5.1.6.Using a combinatorial argument, prove that

C(n, r) = C(n− 1, r − 1) + C(n− 1, r).

Proof. Suppose that one of then distinct objects is marked as a special object. The

number of ways to selectr objects from thesen objects is equal to the sum of the

number of ways to select r objects so that the special object is always included (there are

C(n− 1, r− 1) such ways] and the number of ways to select r objects so that the special

object is always excluded [there areC(n− 1, r) such ways). Hence, by the rule of sum

C(n, r) = C(n− 1, r − 1) + C(n− 1, r).

Permutations
Let us now derive an expression forP (n, r), the number of ways of arrangingr

of n distinct objects. Observe that arrangingr of n objects into some order is the same

as putting r of the n objects into r distinct (marked) positions. There aren ways to

fill the first position (to choose one out of then objects),n − 1 ways to fill the second

position (to choose one out of then− 1 remaining objects),. . . , andn− r + 1 ways to

fill the last position (to choose one out of then− r + 1 remaining objects).

Thus, according to the rule of product, we have

P (n, r) = n(n− 1) . . . (n− r + 1)

Using the notation

n! = n(n− 1)(n− 2) . . . 3 × 2 × 1

for n ≥ 1

P (n, r) =
n(n− 1)(n− 2) . . . (n− r + 1)(n− r) . . . 3 × 2 × 1

(n− r) . . . 3 × 2 × 1

=
n!

(n− r)!

Result 5.1.7.Derive an expression forP (n, r), the number of ways of arrangingr of

n distinct objects.

Proof. Observe that arrangingr of n objects in some order is same as puttingr of the

n objects intor distinct positions. There aren ways to fill the first position (to choose

one out of then objects),n−1 ways to fill the second position (to choose one out of then

n− 1 remaining objects),. . . and n− r+ 1 ways to fill the last position (to choose one
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out of thenn− r + 1 remaining objects).

Thus, according to the rule of product, we have

P (n, r) = P (r, r) × C(n, r).

Using the notation

n! = n(n− 1)(n− 2) . . . 3 × 2 × 1, for n > 1, we get

P (n, r) =
n(n− 1)(n− 2) . . . (n− r + 1)(n− r) . . . 3 × 2 × 1

(n− 1)(n− 2) . . . 3 × 2 × 1

=
n!

(n− 1)!

Problem 5.1.8. In how many ways cann people stand to form a ring?

Solution. If we pick a particular person and let him occupy a fixed position, the remaining

n−1 people will be arranged using this fixed position as reference in a ring. Again, there

are (n− 1)! ways of arranging thesen− 1 people.

Result 5.1.9.Derive an expression for the number of ways of arrangingn objects in

which all of them are not distinct.

Proof. Let there ben objects that are not all distinct. Specifically, let there beq1 objects

of the first kind, q2 objects of the second kind,. . . and qt objects of thetth kind.

Imagine that then objects are marked so that objects of the same kind become

distinguishable from one another. There are, of course,n! ways in which thesen “dis-

tinct” objects can be permuted. However, two permutations will be the same when the

marks are erased if they differ only in the arrangement of marked objects that are of

the same kind. Therefore, each permutation of the unmarked objects will correspond to

q1!q2! . . . qt! permutations of the marked objects. Then the number ofn− permutations

of thesen objects is given by

n!

q1!q2! . . . qt!

Problem 5.1.10.In how many ways can 5 dashes and 8 dots can be arranged?

Solution. Out of 13 symbols, 5 dashes are of one kina and 8 dots are of another kind and
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hence by previos result, the number of ways of different arrangements is

13!

5!8!
= 1, 287

Remark 5.1.11. If we use only seven of the thirteen dashes and dots, there are

7!

5!2!
+

7!

4!3!
+

7!

3!4!
+

7!

2!5!
+

7!

1!6!
+

7!

7!
= 120

distinct representations.

Problem 5.1.12.Show that(k!)! is divisible by (k!)(k−1)! for any integerk.

Solution. We consider a collection ofk! objects among which there arek of the first

kind, k of the second kind,. . . , andk of the (k− 1)! th kind. The total number of ways

of permuting these objects is given by

(k!)!

(k!)!(k!)! . . . (k!)!
=

(k!)!

(k!)(k−1)!

Since the total number of permutations must be an integral value, (k!)! is divisible

by (k!)(k−1)!

Result 5.1.13.The number of ways to arranger objects when they are selected out of

n distinct objects with unlimited repetitions isnr.

Proof. Since there aren ways to choose an object to fill the first position,n ways to

choose an object to fill the second position,. . . , andn ways to choose an object to fill the

r th position, by rule of product, the number of waysnr.

Problem 5.1.14.Among 10 billion numbers between1 and 10, 000, 000, 000, how

many of them contain the digit1 ? How many of them do not?

Solution. Among the 10 billion numbers between0 and 9, 999, 999, 999, there are

910 numbers that do not contain the digit1. Therefore, among the10 billion numbers

between1 and 10, 000, 000, 000, there are910 − 1 numbers that do not contain the

digit 1 and 1010 − (910 − 1) numbers that contain digit 1.

Definition 5.1.15. A binarysequence is a sequence of0′ s and 1′ s.

A ternarysequence is a sequence of0′ s,1′ s and 2′ s.

A quaternarysequence is a sequence of0′ s,1′ s ,2′ s and 3′ s.
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Problem 5.1.16.What is the number of n-digit binary sequences that contain aneven

number of 0 ’s (zero is considered as an even number)?

Solution. The problem is immediately solved if we observe that becauseof symmetry

half of the 2n n-digit binary sequences contain an even number of0′ s and the other half

of the sequences contain an odd number of0′ s.

Another way to look at the problem is to consider the2n−1 (n − 1) digit binary

sequences. If an(n − 1)− digit binary sequence contains an even number of0′ s, we

can append to it a 1 as then− th digit to yield an n-digit binary sequence that contains

an even number of0′ s. If an (n − 1)− digit binary sequence contains an odd number

of 0′ s, we can append to it a0 as the n-th digit to yield an n-digit binary sequence that

contains an even number of0′ s. Therefore, there are2n−1 n-digit binary sequences

which contain an even number of0′ s.

Remark 5.1.17.Consider the n-digit quaternary sequences. Again, because of symmetry,

there are4n

2
sequences in each of which the total number of0′ s and 1′ s is even.

Problem 5.1.18.Find the number of quaternary sequences that contain an evennumber

of 0 ’s.

Solution. We divide the 4n sequences into two groups: the2n sequences that contain

only 2′ s and 3′ s and the4n − 2n sequences that contain one or more0′ s or 1′ s.

The sequences in the first group are, of course, sequences that have an even number of

0′ s. The sequences in the second group can be subdivided into categories according to

the patterns of2′ s and 3′ s in the sequences. (For instance, sequences of the pattern

23xx2x3xxx will be in one category where thex′ s are 0′ s and 1′ s.) Since half of the

sequences in each category have an even number of0′ s, the total number of sequences

that have an even number of0′ s in the second group is(4n − 2n)/2. Therefore, among

the 4n n-digit quaternary sequences, there are2n + (4n − 2n)/2 sequences that have an

even umber of0′ s.

Combinations
According to the result5.1.5, the number of r-combinations ofn objects is

C(n, r) =
P (n, r)

r
=

n!

r!(n− r)!

It is immediately obvious from this formula that

C(n, r) = C(n, n− r).

This indeed is what one would expect since selectingr objects out of n objects is

equivalent to picking then− r objects that are not to be selected.
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Problem 5.1.19.If no three diagonals of a convex decagon meet at the same point inside

the decagon, into how many line segments are the diagonals divided by their intersections?

Solution. First of all, the number of diagonals is equal toC(10, 2)− 10 = 45− 10 = 35

as there areC(10, 2) straight lines joining theC(10, 2) pairs of vertices but10 of these

45 lines are the sides of the decagon. Since for every four vertices we can count exactly

one intersection between the diagonals as Figure5.1.1 shows (the decagon is convex),

there is a total ofC(10, 4) = 210 intersections between the diagonals.

Figure 5.1.1

Since a diagonal is divided intok + 1 straight-line segments when there arek in-

tersecting points lying along it and since each intersecting point lies along two diago-

nals, the total number of straight-line segments into whichthe diagonals are divided is

35 + 2 × 210 = 455.

Problem 5.1.20.Eleven scientists are working on a secret project. They wishto lock up

the documents in a cabinet such that the cabinet can be openedif and only if six or more

of the scientists are present. What is the smallest number of locks needed? What is the

smallest number of keys to the locks each scientist must carry?

Solution. (a) To answer the first question, observe that for any group offive scientists,

there must be at least one lock they cannot open. Moreover, for any two different groups of

five scientists, there must be two different locks they cannot open, because if both groups

cannot open the same lock, there is a group of six scientists among these two groups who

will not be able to open the cabinet. Thus, at leastC(11, 5) = 462 locks are needed.

(b) As to the number of keys each scientist must carry, let A beone of the scien-

tists. Whenever A is associated with a group of five other scientists, A should have the

key to the lock(s) that these five scientists were not able to open. Thus, A carries at least

C(10, 5) = 252 keys.
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Problem 5.1.21. In how many ways can three numbers be selected from the numbers

1, 2, . . . , 300 such that their sum is divisible by 3?

Solution. The 300 numbers1, 2, . . . , 300 can be divided into three groups: those that

are divisible by3, those that yield the remainder1 when divided by3, and those that

yield the remainder2 when divided by3. Clearly, there are100 numbers in each of

these groups. If three numbers from the first group are selected, or if three numbers from

the second group are selected, or if three numbers from the third group are selected, or if

three numbers, one from each of the three groups, are selected, their sum will be divisible

by 3. Thus, the total number of ways to select three desired numbers is

C(100, 3) + C(100, 3) + C(100, 3) + (100)3 = 1, 485, 100

Result 5.1.22.When repetitions in the selection of the objects are allowed,the number

of ways of selectingr objects fromn distinct objects is

C(n+ r − 1, r)

Proof. Let the n objects be identified by the integers1, 2, . . . , n and let a specific se-

lection of r objects be identified by a list of the corresponding integers{i, j, k, . . . ,m}

arranged in increasing order. For example, the selection inwhich the first object is se-

lected thrice, the second object is not selected, the third object is selected once, the

fourth object is selected once, the fifth object is selected twice, etc., is represented as

{1, 1, 1, 3, 4, 5, 5, . . .}. To the r integers in such a list we add0 to the first integer,1

to the second integer,. . . andr − 1 to the r th integer. Thus,{i, j, k, . . . ,m} becomes

{i, j + 1, k + 2, . . . ,m+ (r − 1)}.

For example, the selection{1, 1, 1, 3, 4, 5, 5, . . .} becomes{1, 2, 3, 6, 8, 10, 11, . . .}. Since

each selection will then be identified uniquely as a selection of r distinct integers from

the integers1, 2, . . . , n+ (r − 1), we get

C(n+ r − 1, r).

Problem 5.1.23.Out of a large number of pennies, nickels, dimes, and quarters, in how

many ways can six coins be selected?

Solution. The answer isC(4 + 6 − 1, 6) = C(9, 6) = 84, because this is the same as

selecting six coins from a penny, a nickle, a dime, and a quarter with unlimited repetitions.

Problem 5.1.24.What is the the number of outcomes when three distinct dice arerolled,

(a) when they are distinct

(b) when they are indistinguishable?
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Solution. (a) When three distinct dice are rolled, and they are distinct. This can be seen

by considering the selection of three numbers from the six numbers 1, 2, 3, 4, 5, 6 when

repetitions are allowed. Hence the number of outcomes is6 × 6 × 6 = 216,

(b) If the three dice are indistinguishable, the number of outcomes isC(6 + 3−

1, 3) = 56.

Result 5.1.25.When the objects are not all distinct, the number of ways to select one or

more objects from them is equal to(q1 + 1)(q2 + 1) . . . (qt + 1) − 1

where there areq1 objects of the first kind,q2 objects of the second kind,. . . , and qt
objects of thetth kind.

Proof. This result follows directly from the rule of product. Thereare q1 + 1 ways

of choosing the object of the first kind, i.e., choosing none of them, one of them, two

of them,. . . , or q1 of them. Similarly, there areq2 + 1 ways of choosing objects of

the second kind,. . . , and qt + 1 ways of choosing objects of thetth kind. The term

−1 corresponds to the “selection” in which no object at all is chosen and should be

discounted.

Problem 5.1.26.How many divisors does the number1400 have?

solution Since 1400 = 23 × 52 × 7, the number of its divisors is

(3 + 1)(2 + 1)(1 + 1) = 24

which is equal to the number of ways to select the prime factors of 1400. (Both 1

and 1400 are considered to be divisors of the number1400. )

Exercises

1. a. Use the relationC(n, r) = C(n− 1, r) +C(n− 1, r− 1) to prove the identity

C(n+1,m) = C(n,m)+C(n−1,m−1)+C(n−2,m−2)+. . .+C(n−m, 0)

for m ≤ n.

b. Prove this identity using combinatorial arguments.
2. a. Prove the identity

1 × 1! + 2 × 2! + 3 × 3! + . . .+ n× n! = (n+ 1)! − 1.

b. Discuss the combinatorial significance of this identity.

c. Show that any integerm can be expressed uniquely in the following form

(factorial representation):

m = a11! + a22! + a33! + . . .+ aii! + . . . where 0 ≤ ai ≤ i for i = 1, 2, . . .
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3. Give a combinatorial argument to prove that

a. P (n, n) = P (n, n− 1)

b. P (n, n) 6= P (n, n− 2)

4. Use a combinatorial argument to prove the identity

a. C(n, 0) + C(n, 1) + C(n, 2) + . . .+ C(n, n) = 2n

b. n× C(n− 1, r) = (r + 1) × C(n, r + 1)

5. Give a combinatorial argument to prove thatC(n, 1)+2×C(n, 2)+3×C(n, 3)+

. . .+ n× C(n, n) = n× 2n − 1

6. a. Use a combinatorial argument to prove that(2n)!/2n and (3n)!/(2n×3n) are

integers.

b. Prove that(n2)!/(n!)n+1 is an integer.
7. Three integers are selected from the integers1, 2, . . . 1000. In how many ways can

these integers be selected such that their sum is divisible by 3?

8. a. Among2n objects,n of them are identical. Find the number of ways to select

n objects out of these2n objects.

b. Among 3n + 1 objects,n of them are identical. Find the number of ways to

selectn objects out of these3n+ 1 objects.
9. From n distinct integers, two groups of integers are to be selectedwith k1 integers

in the first group andk2 integers in the second group, wherek1 and k2 are fixed

and k1+k2 ≤ n. In how many ways can the selection be made such that the smallest

integer in the first group is larger than the largest integer in the second group?
10. Suppose that no three of the diagonals of a convexn− gon meet at the same point

inside of then− gon. Find the number of different triangles the sides of which are

made up of the sides of then− gon, the diagonals, and segments of the diagonals.
11. Show that the number ofn− digit quaternary sequences that have an even number

of 0′ s and an even number of1′ s is (4n/4) + (2n/2).

5.2 Distribution of Distinct and Non-distinct objects

In the previous section about the permutation of objects, weintroduced the notion

of placing distinct objects into distinct cells. Two cases must be considered. First, for

n ≥ r, there areP (n, r) ways to placer distinct objects inton distinct cells, where

each cell can hold only one object. As was shown before, the first object can be placed in

one of then cells, the second object can be placed in one of then n − 1 remaining cells,

etc. On the other hand, forr ≥ n, there areP (r, n) ways to placen of r distinct
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objects inton distinct cells, where each cell can hold only one object. Theargument is

similar to the one above; that is, there arer ways to select an object to be placed in the

first cell, r − 1 ways to select an object to be placed in the second cell, etc.

The distribution of r distinct objects inn distinct cells where each cell can hold any

number of objects is equivalent to the arrangement ofr of the n cells when repetitions

are allowed. In terms of the distribution of distinct objects in distinct cells, since the first

object can be placed in one of then cells, the second object can again be placed in one

of the n cells, etc., there arenr ways of distributing the objects.

Notice that in the above case, when more than one object is placed in the same cell,

the objects are not ordered inside the cell. When the order of objects in a cell is also

considered, the number of ways of distribution is

(n+ r − 1)!

(n− 1)!
= (n+ r − 1)(n+ r − 2) . . . (n+ 1)n

To prove this result, we imagine such a distribution as an ordered arrangement of ther

(distinct) objects and then − 1 (nondistinct) intercell partitions. Using the previously

derived formula for the permutation ofr + n − 1 objects wheren − 1 of them are of

the same kind, we obtain the result(n+ r − 1)!/(n− 1)!.

There is an alternative way to derive this formula. There aren ways to distribute

the first object. After the first object is placed in a cell, it can be considered as an added

partition that divides the cell into two cells. Therefore, there aren+ 1 ways to distribute

the second object. Similarly, there aren+ 2 ways to distribute the third object,. . . , and

n+ r − 1 ways to distribute ther th object.

Example 5.2.1.Find the number of ways of arranging seven flags on five masts when all

the flags must be displayed but not all the masts have to be used.

Solution If there is a single flag on a mast, we assume that it is raised tothe top of the

mast; however, if there is more than one flag on a mast, the order of the flags on the mast

is important. Henc the total number of ways is5 × 6 × 7 × 8 × 9 × 10 × 11.

Similarly, seven cars can go through five toll booths in5× 6× 7× 8× 9× 10× 11

ways.

The distribution ofn objects (q1 of them are of one kind,q2 of them are of an-

other kind,. . . , andqt of them are of thetth kind) into n distinct cells (each of which

can hold only one object) is equivalent to the permutation ofthese objects. Thus, the

number of ways of distribution is
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n!

q1!q2! . . . qt!

Among then distinct cells, we haveC(n, q1) ways to pick q1 cells for the objects of the

first kind, C(n − q1, q2) ways to pick q2 cells for the objects of the second kind, etc.

The number of ways of distribution is, therefore,

C(n, q1)C(n− q1, q2)C(n− q1 − q2, q3) . . . C(n− q1 − q2 . . .− qt−1, qt)

P (n− q1 − q2 . . .− qt, n− q1 − q2 . . .− qt)

=
n!

q1!(n− q1)!

(n− q1)!

q2!(n− q1 − q2)!

(n− q1 − q2)!

q3!(n− q1 − q2 − q3)

. . .
(n− q1 − q2 . . .− qt−1)!

qt!(n− q1 − q2 . . .− qt)!
(n− q1 − q2 . . .− qt)!

The factorP (n−q1−q2 . . .−qt, n−q1−q2 . . .−qt) is the number of ways of permuting

those objects that are one of a kind. It follows that the number of ways of distributingr

objects (r ≤ n), with q1 of them of one kind,q2 of them of another kind, etc., inton

distinct cells is

C(n, q1)C(n− q1, q2)C(n− q1 − q2, q3) . . . C(n− q1 − q2 . . .− qt−1, qt)

P (n− q1 − q2 . . .− qt, r − q1 − q2 . . .− qt)

=
n!

q1!q2! . . . qt!

1

(n− r)!

Distribution of Non-distinct objects

In terms of the distribution of objects into cells, there areC(n, r) ways of placing

r nondistinct objects inton distinct cells with at most one object in each cell(n ≥ r);

this follows because the distribution can be visualized as the selection ofr cells from the

n cells for the r nondistinct objects.

The number of ways to placer nondistinct objects inton distinct cells where a cell can

hold more than one object isC(n + r − 1, r). This result comes from the observation

that distributing ther nondistinct objects is equivalent to selectingr of the n cells

for the r objects with repeated selections of cells allowed. A different argument can be

used to derive the result. Imagine the distribution of ther objects into n cells as an

arrangement of ther objects and then − 1 intercell partitions. Since both the objects
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and the partitions are nondistinct, the number of ways of arrangement is

(n− 1 + r)!

(n− 1)!r!
= C(n+ r − 1, r)

This result can be derived by using another argument. We can first selectr cells from

the n cells and then distribute ther objects into theser cells; that is,

C(n, r)
r!

q1!q2! . . . qt!
=

n!

q1!q2! . . . qt!

1

(n− r)!

If none of the n cells can be left empty (that meansr must be larger than or equal to

n ), the number of ways of distribution is

C(r − 1, n− 1)

Since we can first distribute one object in each of then cells and then distribute the

remaining r − n objects arbitrarily, the number of ways of distribution is

C((r − n) + n− 1, r − n) = C(r − 1, r − n) = C(r − 1, n− 1)

A direct extension of this result is the calculation of the number of ways of distributing

r nondistinct objects inton distinct cells with each cell containing at leastq objects.

After placing q objects in each of then cells, we have

C((r − nq) + n− 1, r − nq) = C(n− nq + r − 1, n− 1)

Problem 5.2.2.Five distinct letters are to be transmitted through a communications chan-

nel. A total of 15 blanks are to be inserted between the letters with at least three blanks

between every two letters. In how many ways can the letters and blanks be arranged?

Solution. There are5! ways of arranging the letters. For each arrangement of the letters,

we can consider the insertion of the blanks as placing15 nondistinct objects into four

distinct interletter positions with at least three objectsin each interletter position. There-

fore, the total number of ways of arranging the letters and blanks is5!×C(4−12+15−

1, 4 − 1) = 5! × C(6, 3) = 2, 400

Problem 5.2.3. In how many ways can2n + 1 seats in a congress be divided among

three parties so that the coalition of any two parties will ensure them of a majority?

Solution. This is a problem of distributing2n+ 1 nondistinct objects into three distinct

cells. Without any restriction on the number of seats each party can have, there are

C(3 + (2n+ 1) − 1, 2n+ 1) = C(2n+ 3, 2n+ 1) = C(2n+ 3, 2)
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ways of distributing the seats. However, among these distributions, there are some in

which a party getsn + 1 or more seats. For a particular party to haven + 1 or more

seats, there areC(3 + n − 1, n) = C(n + 2, n) = C(n + 2, 2) ways of distributing

the seats. The ways of distribution are enumerated by givingthe particular partyn + 1

seats first and then dividing the remainingn seats among the three parties arbitrarily.

Therefore, the total number of ways to divide the seats so that no party alone will have a

majority is

C(2n+ 3, 2) − 3 × C(n+ 2, 2)

=
1

2
(2n+ 3)(2n+ 2) −

3

2
(n+ 2)(n+ 1) =

n

2
(n+ 1)

When there are2n seats, the total number of ways of dividing the seats becomesC(2n+

2, 2) − 3 × C(n+ 2, 2) + 3 = 1
2
(n− 1)(n− 2)

The termC(2n+2, 2) is the total number of ways of distributing the2n seats. Similarly,

C(n+2, 2) is the number of ways of distributing the2n seats such that a particular party

gets n or more seats. The term+3 is due to the fact that each of the three distributions

(n, n, 0), (n, 0, n), (0, n, n) is accounted for twice in the term3C(n+ 2, 2).

Exercises

1. Five teaching machines are to be used by a group ofm students. If the same number

of students should be assigned to use the first and the second machines, in how many

ways can the assignment be made?
2. Among the set of10n n− digit integers, two integers are considered to be equivalent

if one can be obtained by a permutation of the digits of the other.

a. How many nonequivalent integers are there?

b. If the digits 0 and 9 can appear at most once, how many nonequivalent inte-

gers are there, forn ≥ 2?

3. In how many ways can the lettersa, a, a, a, a, b, c, d, e be permuted such that no two

a′ s are adjacent?
4. Consider the set of words of lengthn generated from the alphabet{0, 1, 2}.

a. Show that the number of words in each of which the digit0 appears an even

number of times is(3n + 1)/2.

b. Prove the identity
(

n

0

)

2n +

(

n

2

)

2n−2 + . . .+

(

n

q

)

2n−q =
3n + 1

2

where q = n when n is even, andq = n− 1 when n is odd.



134 CHAPTER 5. COMBINATORICS

5. An alphabet ofm letters can be transmitted through a communication channel. Find

the number of different messages ofn letters, if

a. The letters can be used repeatedly in a message.

b. l of the m letters can be used only as the first and the last letters in a message;

the other letters can appear anywhere with unrestricted repetitions in a message.

c. l of the m letters can be used only as the first and the last letters in a message;

the other letters can appear anywhere, except the two ends, with unrestricted

repetitions in a message.

5.3 Generating Functions

From three distinct objectsa, b, and c, there are three ways to choose one object,

namely, to choose eithera or b or c. Let us represent these possible choices symbol-

ically as a + b + c. Similarly, from these three objects, there are three ways tochoose

two objects, namely, to choose eithera and b, or b and c, or c and a, which can be

represented symbolically asab+ bc+ ca. There is only one way to choose three objects,

which can be represented symbolically asabc. Examining the polynomial

(1 + ax)(1 + bx)(1 + cx) = 1 + (a+ b+ c)x+ (ab+ bc+ ca)x2 + (abc)x3

we discover that all these possible ways of selection are exhibited as the coefficients of

the powers ofx. In particular, the coefficient ofxi is the representation of the ways

of selecting i objects from the three objects. This, of course, is not sheercoincidence.

We have an interpretation of the polynomial according to therule of sum and the rule of

product. Symbolically, the factor1 + ax means that for the objecta, the two ways of

selection are “not to selecta ” or “to select a. ” The variablex is a formal variable and

is used simply as an indicator. The coefficient ofx0 shows the ways no object is selected,

and the coefficient ofx1 shows the ways one object is selected. Similar interpretation

can be given to the factors1+bx and 1+cx. Thus, the product(1+ax)(1+bx)(1+cx)

indicates that for the objectsa, b, and c, the ways of selection are “to select or not to

select a ” and “to select or not to selectb ” and “to select or not to select c.” It is clear

that the powers ofx in the polynomial indicate the number of objects that are selected,

and the corresponding coefficients show all the possible ways of selection. This example

motivates the formal definition of the generating function of a sequence.
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Definition 5.3.1. Let (ao, a1, a2, . . . , ar, . . .) be the symbolic representation of a se-

quence of events, or let it simply be a sequence of numbers. The function F (x) =

aoµo(x)+a1µ1(x)+a2µ2(x)+ . . .+arµr(x)+ . . . is called theordinary generating func-

tion of the sequence(ao, a1, a2, . . . , ar, . . .), where µo(x), µ1(x), µ2(x), . . . , µr(x), . . .

is a sequence of functions ofx that are used as indicators.

The indicator functions, the, µ(x)′ s, are usually chosen in such a way that no

two distinct sequences will yield the same generating function. Clearly, the generating

function of a sequence is just an alternative representation of the sequence. For example,

using 1, cos x, cos 2x, . . . , cos rx, . . . as the indicator functions, we see that the ordinary

generating function of the sequence(l, w, w2, . . . , wr, . . .) is

F (x) = 1 + wcos x+ w2cos 2x+ . . .+ wrcos rx+ . . .

On the other hand, using1, 1 + x, 1 − x, 1 + x2, 1 − x2, . . . , 1 + xr, 1 − xr, . . . as the

indicator functions, the ordinary generating function of the sequence(3, 2, 6, 0, 0) is

3 + 2(1 + x) + 6(1 − x) = 11 − 4x

However, the sequences(1, 3, 7, 0, 0) and (1, 2, 6, 1, 1) will also yield the same ordinary

generating function; that is,

1 + 3(1 + x) + 7(1 − x) = 11 − 4x and

1 + 2(1 + x) + 6(1 − x) + (1 + x2) + (1 − x2) = 11 − 4x.

Hence, we see that the functions1, 1 +x, 1− x, 1 + x2, 1− x2, . . . should not be used as

indicator functions. The most usual and useful form ofur(x) is xr. In that case, for the

sequence(a0, a1, a2, . . . , ar, . . .), we haveF (x) = ao + a1x+ a2x
2 + . . .+ arx

r + . . . .

We shall limit our discussion to indicator functions of thisform. From now on, when we

talk about the generating functions of a sequence, we shall mean the generating function

of the sequence with the powers ofx as indicator functions. Notice that the sequence

(ao, a1, a2, . . . , ar, . . .) can be an infinite sequence, andF (x) will then be an infinite

series. However, becausex is just a formal variable, there is no need to question whether

the series converges.

Generating Functions for Combinations
We have seen that the polynomial(1 + ax)(1 + bx)(1 + cx) is the ordinary generating

function of the different ways to select the objectsa, b, and c. Instead of the different

ways of selection, we may only be interested in the number of ways of selection. By

setting a = b = c = 1, we have
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(1 + x)(1 + x)(1 + x) = (1 + x)3 = 1 + 3x+ 3x2 + x3

Clearly, we see that there is one way to select no objects from the three objects,C(3, 0),

three ways to select one object out of three,C(3, 1), etc. Usually, a generating func-

tion that gives the number of combinations or permutations is called anenumerator. In

particular, an ordinary generating function that gives thenumber of combinations or per-

mutations is called anordinary enumerator.

This notion can be extended immediately. To find the number ofcombinations ofn

distinct objects, we have the ordinary enumerator

(1 + x)n = 1 + nx+
n(n− 1)

2!
x2 + . . .+

n(n− 1) . . . (n− r + 1)

r!
xr + . . .+ xn

= C(n, 0) + C(n, 1)x+ C(n, 2)x2 + . . .+ C(n, r)xr + . . .+ C(n, n)xn

An alternative point of view can also be taken. Except for thecasea0 = ∞, F (x) con-

verges atx = 0. Therefore, with the understanding that the value ofx is set to be0,

we can carry the expression forF (x) along in our computation without concerning our-

selves further with the convergence problem.

In the expansion of(1 + x)n, the coefficient of the termxr is the number of ways the

term xr can be formed by takingr x′ s and n − r 1′ s among then factors 1 + x. It

is for this reason that theC(n, r)′ s are called thebinomial coefficients.In a binomial

expansion,
(

n
r

)

is a common alternative notation forC(n, r).

Example 5.3.2.From
(

n

0

)

+

(

n

1

)

x+

(

n

2

)

x2 + . . .+

(

n

r

)

xr + . . .+

(

n

n

)

xn = (1 + x)n

we have the identity
(

n

0

)

+

(

n

1

)

+

(

n

2

)

+ . . .+

(

n

r

)

+ . . .+

(

n

n

)

= 2n

by settingx equal to1. The combinatorial significance of this identity is that bothsides

give the number of ways of selecting none, or one, or two,. . . ,or n objects out ofn

distinct objects. We also have the identity
(

n

0

)

−

(

n

1

)

+

(

n

2

)

+ . . .+ (−1)r

(

n

r

)

+ . . .+ (−1)n

(

n

n

)

= 0
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by settingx equal to−1. Writing this as
(

n

0

)

+

(

n

2

)

+

(

n

4

)

+ . . . =

(

n

1

)

+

(

n

3

)

+

(

n

5

)

+ . . .

we see that the number of ways of selecting an even number of objects is equal to the

number of ways of selecting an odd number of objects fromn distinct objects.

Problem 5.3.3.Prove the identity

(

n

0

)2

+

(

n

1

)2

+

(

n

2

)2

+ . . .+

(

n

r

)2

+ . . .+

(

n

n

)2

=

(

2n

n

)

Solution. Method 1We observe that the expression on the left-hand side is the constant

term in (1 + x)n(1 + x−1)n. Since

(1 + x)n(1 + x−1)n = (1 + x)n(1 + x)nx−n = x−n(1 + x)2n

and the constant term inx−n(1 + x)2n is
(

2n
n

)

, we have proved the identity.

Method 2We rewrite the identity to be proved as
(

n

0

)(

n

n

)

+

(

n

1

)(

n

n− 1

)

+

(

n

2

)(

n

n− 2

)

+ . . .+

(

n

r

)(

n

n− r

)

+ . . .+

(

n

n

)(

n

0

)

=

(

2n

n

)

and use a combinatorial argument. To selectn objects out of2n objects, we shall first

divide them (in any arbitrary manner) into two piles withn objects in each pile. There

are
(

n
i

)

ways to selecti objects from the first pile and
(

n
n−i

)

ways to selectn − i

objects from the second pile to make up a selection ofn objects. Therefore, the number

of ways to make the selection is
n
∑

i=0

(

n
i

)(

n
n−i

)

which is also equal to
(

2n
n

)

.

To see an application of this result,let us consider the problem of finding the number of

2n− digit binary sequences which are such that the number of0′ s in the firstn digits of

a sequence is equal to the number of0′ s in the lastn digits of the sequence. Since the

number ofn− digit binary sequences containingr 0′ s is
(

n
r

)

, the number of2n− digit

binary sequences containingr 0′ s in the first n digits as well as in the lastn digits

is
(

n
r

)2
. Therefore, the number of2n− digit binary sequences which are such that the

number of0′ s in the firstn digits of a sequence is equal to the number of0′ s in the last
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n digits of the sequence is

(

n

0

)2

+

(

n

1

)2

+

(

n

2

)2

+ . . .+

(

n

r

)2

+ . . .+

(

n

n

)2

=

(

2n

n

)

Problem 5.3.4.Prove the identity
(

n

1

)

+ 2

(

n

2

)

+ 3

(

n

3

)

+ . . .+ r

(

n

r

)

+ . . .+ n

(

n

n

)

= n2n−1

Solution. Differentiating both sides of the identity
(

n

0

)

+

(

n

1

)

x+

(

n

2

)

x2 + . . .+

(

n

r

)

xr + . . .+

(

n

n

)

xn = (1 + x)n

we have
(

n

1

)

+ 2

(

n

2

)

x+ 3

(

n

2

)

x2 . . .+ r

(

n

r

)

xr−1 + . . .+ n

(

n

n

)

xn−1 = n(1 + x)n−1

The given identity is obtained by settingx equal to 1.

Problem 5.3.5.What is the coefficient of the termx23 in (1 + x5 + x9)100?

Solution. Since x5x9x9 = x23 is the only way the termx23 can be made up in the

expansion of(1 + x5 + x9)100 and there areC(100, 2) ways to choose the two fac-

tors x9 and thenC(98, 1) ways to choose the factorx5, the coefficient of x23 is

C(100, 2) × C(98, 1) = 100×99
2

× 98 = 485, 100.

Problem 5.3.6.Show that the ordinary generating function of the sequence
(

0

0

)

,

(

2

1

)

,

(

4

2

)

, . . . ,

(

2r

r

)

, . . . is (1 − 4x)
−1

2 .

Solution. According to the binomial theorem, we have

(1 − 4x)
−1

2 = 1 +
∞

∑

r=1

(−1/2)(−1/2 − 1) . . . (−1/2 − r + 1)(−4x)r

r!

= 1 +
∞

∑

r=1

4r(1/2)(3/2)(5/2) . . . [(2r − 1)/2]

r!
xr
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= 1 +
∞

∑

r=1

2r(1.3.5. . . . .(2r − 1))

r!
xr

= 1 +
∞

∑

r=1

2rr!(1.3.5. . . . .(2r − 1))

r!r!
xr

= 1 +
∞

∑

r=1

(2.4.6 . . . 2r)(1.3.5. . . . (2r − 1))

r!r!
xr

= 1 +
∞

∑

r=1

(2r)!

r!r!
xr

= 1 +
∞

∑

r=1

(

2r

r

)

xr

Problem 5.3.7.Evaluate the
t

∑

i=0

(

2i
i

)(

2t−2i
t−i

)

for a given t.

Solution. Since
(

2i
i

)

is the coefficient of the termxi in (1 − 4x)
−1

2 and
(

2t−2i
t−i

)

is the

coefficient of the termxt−i in (1 − 4x)
−1

2 ,
t

∑

i=0

(

2i
i

)(

2t−2i
t−i

)

is the coefficient of the term

xt in (1 − 4x)
−1

2 (1 − 4x)
−1

2 = (1 − 4x)−1

= 1 + 4x+ (4x)2 + (4x)3 + . . .+ (4x)r + . . . ,

we have,

t
∑

i=0

(

2i

i

)(

2t− 2i

t− i

)

= 4t.

Selection with repetitions

When repetitions are allowed in the selections (or equivalently, when there is more than

one object of the same kind), the extension is immediate. Forexample, the polynomial

(1 + ax+ a2x2)(1 + bx)(1 + cx) = 1 + (a+ b+ c)x+ (ab+ bc+ ac+ a2)x2

+(abc+ a2b+ a2c)x3 + (a2bc)x4.

is the ordinary generating function for the combinations ofthe objectsa, b, and e, where

a can be selected twice. Notice the difference between the combinatorial significance of

this polynomial and that of the polynomial(1 + ax)(1 + a2x2)(1 + bx)(1 + cx), which
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can be written as(1 + ax+ a2x2 + a3x3)(1 + bx)(1 + cx).

As another example, let us consider the generating function

(1 + ax)(1 + a2x)(1 + bx)(1 + cx) = 1 + (a+ b+ c+ a2)x

+(ab+ bc+ ac+ a3 + a2b+ a2c)x2 + (abc+ a3b+ a2bc+ a3c)x3 + (a3bc)x4

We can imagine that there are four boxes, one containinga, one containing twoa′ s,

one containingb, and one containingc. The generating function gives the outcomes of

the selection of the boxes.

Similarly, the ordinary enumerator for the combinations ofthe objectsa, b, and c, where

a can be selected twice, is

(1 + x+ x2)(1 + x)2 = 1 + 3x+ 4x2 + 3x3 + x4.

The significance of the factor1 + x+ x2 is that for the objecta, there is one way not to

select it, one way to select it once, and also one way to selectit twice.

Example 5.3.8.Given two each ofp kinds of objects and one each ofq additional kinds

of objects, in how many ways canr objects be selected?

Solution. The ordinary enumerator for the combinations is

(1 + x+ x2)p(1 + x)q

The coefficient ofxr in the enumerator is

[ r

2
]

∑

i=0

(

p

i

)(

p+ q − i

r − 2i

)

where [r/2] denotes the integral part ofr/2 (that is, [r/2] = r/2 if r is even, and

[r/2] = (r − 1)/2 if r is odd), because among thep factors of the form(1 + x + x2),

we can selecti x2 ’s, and among thep − i remaining factors of the form(1 + x + x2)

and theq factors of the form1 + x we can selectr − 2i x ’s.

Example 5.3.9.The ordinary enumerator for the selection ofr objects out ofn objects

with unlimited repetitions is(1 + x+ x2 + . . .+ xk + . . .)n

= (
1

1 − x
)n

= (1 − x)−n
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= 1 +
∞

∑

r=1

(−n)(−n− 1) . . . (−n− r + 1)

r!
(−x)r

= 1 +
∞

∑

r=1

(n)(n+ 1) . . . (n+ r − 1)

r!
xr

=
∞

∑

r=0

(

n+ r − 1

r

)

xr

Example 5.3.10.The ordinary enumerator for the selection ofr objects out ofn ob-

jects (r ≥ n), with unlimited repetitions but with each object included ineach selection,

is (x+ x2 + . . .+ xk + . . .)n = xn( 1
1−x

)n

= xn(1 − x)−n

= xn

∞
∑

i=0

(

n+ i− 1

i

)

xi

=
∞

∑

i=0

(

n+ i− 1

i

)

xn+i

=
∞

∑

r=n

(

r − 1

r − n

)

xr(let r=n+i)

Problem 5.3.11.Show that the number of ways in whichr nondistinct objects can be

distributed inton distinct cells, with the condition that no cell contains less than q nor

more thanq+z−1 objects, is the coefficient ofxr−qn in the expansion of[(1−xz)/(1−

x)]n.

Solution. Since the ordinary enumerator for the ways a particular cellcan be filled is

xq + xq+1 + . . .+ xq+z−1,

the ordinary enumerator for the distributions is

(xq + xq+1 + . . .+ xq+z−1)n = xqn(1 + x+ . . .+ xz−1)n

= xqn(
1 − xz

1 − x
)n
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Problem 5.3.12.Find the number of ways in which four persons, are rolling a single die

once, can have a total score of17.

Solution. Taking r = 17, n = 4, q = 1, and z = 6, the ordinary enumerator is

x4[(1 − x6)/(1 − x)]4.

Since, (1 − x6)4 = 1 − 4x6 + 6x12 − 4x18 + x24

(1 − x)−4 = 1 +
4

1!
x+

4 × 5

2!
x2 +

4 × 5 × 6

3!
x3 + . . .

The coefficient ofx13 in (1 − x6)4(1 − x)−4 is

4 × 5 × 6 × . . .× 16

13!
− 4

4 × 5 × 6 × . . .× 10

7!
+ 6

4

1!

=
14 × 15 × 16

3!
− 4

8 × 9 × 10

3!
+ 6

4

1!
= 104

Enumerators for Permutations

It is natural now for us to turn to the generating functions for permutations. However,

there is an obvious difficulty when we try to extend our previous results. Since multipli-

cation in the ordinary algebra in the field of real numbers (with which we are so familiar)

is commutative (that is,ab = ba ), we cannot quite handle the case of permutations using

ordinary algebra.

The situation can be illustrated by an example of the permutations of the two objectsa

and b. What we want to have as a generating function for the permutations is

1 + (a+ b)x+ (ab+ ba)x2

However, this polynomial is equivalent to

1 + (a+ b)x+ (2ab)x2

in which the two distinct permutationsab and ba can no longer be recognized. Instead

of introducing a new algebra that is noncommutative for the case of permutations, we

shall limit ourselves to the discussion of the enumerators for permutations which can still

be handled by the ordinary algebra in the field of real numbers.

A direct extension of the notion of the enumerators for combinations indicates that
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an enumerator for the permutations ofn distinct objects would have the form

F (x) = P (n, 0)x0 + P (n, 1)x+ P (n, 2)x2 + P (n, 3)x3 + . . .

+ P (n, r)xr + . . .+ P (n, n)xn

= 1 +
n!

(n− 1)!
x+

n!

(n− 2)!
x2 +

n!

(n− 3)!
x3 + . . .

+
n!

(n− r)!
xr + . . .+ n!xn

Unfortunately, there is no simple closed-form expression for F (x), and to carry along

the polynomial in our manipulations certainly defeats the purpose of using the generating

function representation. However, when we recall the binomial expansion

(1 + x)n = 1 + C(n, 1)x+ C(n, 2)x2 + C(n, 3)x3 + . . .

+ C(n, r)xr + . . .+ C(n, n)xr

= 1 +
P (n, 1)

1!
x+

P (n, 2)

2!
x2 +

P (n, 3)

3!
x3 + . . .

+
P (n, r)

r!
xr + . . .+

P (n, n)

n!
xn

we see the key to defining another kind of generating function, theexponential generating

function.

Definition 5.3.13. Let (a0, a1, a2, . . . , ar, . . .) be the symbolic representations of a se-

quence of events or simply be a sequence of numbers. Then the function

F (x) =
a0

0!
µ0(x) +

a1

1!
µ1(x) +

a2

2!
µ2(x) + . . .+

ar

r!
µr(x) + . . .

is called theexponential generating functionof the sequence(a0, a1, a2, . . . , ar, . . .) with

µ0(x), µ1(x), µ2(x), . . . , µr(x), . . . as theindicator functions.

Thus,(1 + x)n is the exponential generating function of theP (n, r) ’s with the

powers ofx as the indicator functions.

Definition 5.3.14.An exponential generating function that gives the number ofcombina-

tions or permutations is called anexponential enumerator.

Example 5.3.15.We know that,

(1 + x)n = C(n, 0) + C(n, 1)x+ C(n, 2)x2 + . . .+ C(n, r)xr + . . .+ C(n, n)xn
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Using the relationP (n, r) = C(n, r) × r!, we get

= 1 +
P (n, 1)

1!
+
P (n, 2)

2!
x2 +

P (n, 3)

3!
x3 + . . .+

P (n, r)

r!
xr

Thus (1 + x)n is the exponential generating function of theP (n, r) ’s with the powers

of x as the indicator functions.

Further Examples
1. The exponential generating function of the sequence(1, 1 × 3, 1 × 3× 5, . . . , 1 × 3×

5 × . . .× (2r + 1)),× is (1 − 2x)−3/2

2. The exponential generating function of the sequence(1, 1, 1 . . . , 1, . . .) is ex.

Clearly, the exponential enumerator for the permutations ofa single object with no

repetitions is1 + x. We also see in the above that the exponential enumerator for the

permutations ofn distinct objects with no repetitions is(1 + x)n. (The definition of

the exponential enumerator is actually chosen in such a way that the result will come out

correctly.)

When repetitions are allowed in the permutations, the extension is immediate. The expo-

nential enumerator for the permutations of allp of p identical objects isxP/p! since

there is only one way of doing so. Thus, the exponential enumerator for the permutations

of none, one, two,. . . ,p of p identical objects is

1 +
1

1!
x+

1

2!
x2 + . . .+

1

p!
xP

Similarly, the exponential enumerator for the permutationof all p+ q of p+ q objects,

with p of them of one kind andq of them of another kind, is

xP

p!

xq

q!
=
xp+q

p!q!

which agrees with the known result that the number of permutations is (p+q)!
p!q!

. It follows

that the exponential enumerator for the permutations of none, one, two,. . . ,p+q of p+q

objects, withp of them of one kind andq of them of another kind, is

(1 +
1

1!
x+

1

2!
x2 + . . .+

1

p!
xp)(1 +

1

1!
x+

1

2!
x2 + . . .+

1

q!
xq)

For instance, the exponential enumerator for the permutations of two objects of one kind

and three objects of another kind is

(1 +
x

1!
+
x2

2!
) + (1 +

x

1!
+
x2

2!
+
x3

3!
) =



5.3. GENERATING FUNCTIONS 145

1+(
1

1!
+

1

1!
)x+(

1

1!1!
+

1

2!
+

1

2!
)x2 +(

1

1!2!
+

1

1!2!
+

1

3!
)x3 +(

1

1!3!
+

1

2!2!
)x4 +(

1

2!3!
)x5

Result 5.3.16.The exponential enumerator for the number ofr− permutations ofn

distinct objects with unlimited repetitions is givenenx.

Proof. The number ofr− permutations ofn distinct objects with unlimited repetitions

is given by the exponential enumerator

(1 + x+
x2

2!
+
x3

3!
+ . . .)n = enx =

∞
∑

r=0

nr

r!
xr.

Problem 5.3.17.Find the number ofr− digit quaternary sequences in which each of the

digits 1, 2, and 3 appears at least once.

Solution. This problem is the same as that of permuting four distinct objects with the

restriction that three of the four objects must be included in the permutations. The expo-

nential enumerator for the permutations of the digit0 is

(1 + x+
x2

2!
+
x3

3!
+ . . .) = ex

The exponential enumerator for the permutations of the digit 1(or 2, or 3) is

(x+
x2

2!
+
x3

3!
+ . . .) = ex − 1

It follows that the exponential enumerator for the permutations of the four digits is

ex(ex − 1)(ex − 1)(ex − 1) = ex(e3x − 3e2x + 3ex − 1)

= e4x − 3e3x + 3e2x− ex

=
∞

∑

r=0

(4r − 3 × 3r + 3 × 2r − 1)

r!
xr

Therefore, the number ofr− digit quaternary sequences in which each of the digits1, 2,

and 3 appears at least once4r − 3 × 3r + 3 × 2r − 1.
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Problem 5.3.18.Find the number ofr− digit quaternary sequences that contain an even

number of 0′ s.

Solution. The exponential enumerator for the permutations of the digit 0 is

(1 + x+
x2

2!
+
x4

4!
+
x6

6!
+ . . .) =

1

2
(ex + e−x)

The exponential enumerator for the permutations of each of the digits 1, 2, and 3 is

(1 +
x

1!
+
x2

2!
+
x3

3!
+ . . .) = ex

It follows that the exponential enumerator for the number ofquaternary sequences con-

taining an even number of0 ’s is

1

2
(ex + e−x)exexex =

1

2
(e4x + e2x)

= 1 +
∞

∑

r=1

1

2

(4r + 2r)

r!
xr

Therefore, the number ofr− digit quaternary sequences that contain an even number of

0 ’s is

(4r + 2r)/2.

Similarly, to find the number ofr− digit quaternary sequences that contain an even num-

ber of 0 ’s and an even number of1 ’s, we have the exponential enumerator

1

2
(ex + e−x)

1

2
(ex + e−x)exex =

1

4
(e2x + 2 + e−2x)e2x

=
1

4
(e4x + 2e2x + 1)

= 1 +
∞

∑

r=1

1

2

(4r + 2 × 2r)

r!
xr

Example 5.3.19.Find the exponential enumerator for the number of ways to choose r or

less objects fromr distinct objects and distribute them inton distinct cells, with objects

in the same cell ordered.

Solution. Notice that there areC(r,m) ways to selectm objects out ofr objects and

n(n + 1) . . . (n + m − 1) ways to arrange them in then distinct cells. Since the value



5.3. GENERATING FUNCTIONS 147

of m ranges from0 to r, the total number of ways is

C(r, 0) + C(r, 1) × n+ C(r, 2) × n(n+ 1) + C(r, 3) × n(n+ 1)(n+ 2)

+ . . .+ C(r, r) × n(n+ 1) . . . (n+ r − 1) = r![
1

r!
× 1 +

1

(r − 1)!1!

×n+
1

(r − 2)!2!
× n(n+ 1) +

1

(r − 3)!3!
× n(n+ 1)(n+ 2)

+ . . .
1

r!
n(n+ 1) . . . (n+ r − 1)]

The expression in the square brackets is the coefficient of the term xr in the product of

the two series

ex = 1 +
x

1!
+
x2

2!
+ . . .+

xr

r!
+ . . .

and

(1 − x)−n = 1 +
n

1!
x+

n(n+ 1)

2!
x2 + . . .+

n(n+ 1)(n+ r − 1)

r!
xr + . . .

Therefore,ex/(1 − x)n is the exponential enumerator for the distributions ofr or less

objects inton distinct cells, with objects in the same cell ordered.

Exercises

1. Among the three representatives from each of the50 states, either none, or one, or

two of them will be selected to form a special committee.

a. In how many ways can the selection be made?

b. If the committee has exactly50 members, in how many ways can the selection

be made?

(The answer may be expressed as a summation.)

2. Find the value ofa50 in the following expansion:

x− 3

x2 − 3x+ 2
= a0 + a1x+ a2x

2 + . . .+ a50x
50 + . . .

3. In how many ways can200 identical chairs be divided among four conference

rooms such that each room will have20 or 40 or 60 or 80 or 100 chairs?

4. In how many ways can3n letters be selected from2n A′s, 2n B′s, and 2n C ′s?
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5. In how many ways cann letters be selected from an unlimited supply ofA′s,B′s,

and C ′s if each selection must include an even number ofA′s?

6. a. Let ar denote the number of ways in which the sumr will show when two

distinct dice are rolled. Find the ordinary generating function of the sequence

(a0, a1, a2, . . .).

b. Let ar denote the number of ways in which the sumr can be obtained by

rolling a die any number of times. Show that the ordinary generating function

of the sequence(a0, a1, a2, . . .) is (1 − x− x2 − x3 − x4 − x5 − x6)−1.

7. a. Find the ordinary generating function of the sequence(a0, a1, a2, . . .) where

ar is the number of ways of selectingr objects from a set of six distinct ob-

jects, where each object can be selected not more than thrice.

b. From the generating function found in part (a), determinethe number of out-

comes when three indistinguishable dice are rolled.

8. Find the ordinary generating function of the sequence(a0, a1, a2, . . .) where ar is

the number of partitions of the integerr into distinct primes.

9. Find the ordinary generating function of the sequence(a0, a1, a2, . . .) where ar is

the number of ways in whichr letters can be selected from the alphabet{0, 1, 2}

with unlimited repetitions except that the letter0 must be selected an even number

of times.

10. Find the exponential generating function of the sequence (1, 1×4, 1×4×7, . . . , 1×

4 × 7 × . . .× (3r + 1), . . .).

11. Let ar denote the number of ways of permutingr of the 10 lettersA,A,A,A,B,

C,C,D,E,E. Find the exponential generating function of the sequence(a0, a1, a2, . . .)

12. Find the number ofn− digit words generated from the alphabet{0, 1, 2, 3, 4} in

each of which the total number of0 ’s and l ’s is even.

13. Find the number ofn− digit words generated from the alphabet{0, 1, 2} in each

of which none of the digits appears exactly three times.

5.4 Distribution of Distinct Objects into Nondistinct Cells

As examples on the use of exponential generating functions,we shall derive some

results on the distribution of distinct objects into nondistinct cells. First we shall derive

the number of ways of distributingr distinct objects into n distinct cells so that no cell is

empty and the order of objects within a cell is not important.This problem can be viewed
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as finding the number of ther− permutations of then distinct cells with each cell in-

cluded at least once in a permutation. The exponential enumerator for the permutations

is

(x+
x2

2!
+
x3

3!
+ . . .)n = (ex − 1)n

=
n

∑

i=0

(

n

i

)

(−1)ie(n−i)x

=
n

∑

i=0

(

n

i

)

(−1)i

∞
∑

r=0

1

r!
(n− i)rxr

=
∞

∑

r=0

xr

r!

n
∑

i=0

(−1)i

(

n

i

)

(n− i)r

Thus, the number of ways of placingr distinct objects inton distinct cells with no cell

n
∑

i=0

(−1)i

(

n

i

)

(n− i)r = n!S(r, n)

where S(r, n) is defined as 1
n!

n
∑

i=0

(−1)i
(

n
i

)

(n− i)r

and is called theStirling number of the second kind.

Stirling numbers of the second kind, S(r,n)

r 1 2 3 4 5 6 7 8 9 10

1 1

2 1 1

3 1 3 1

4 1 7 6 1

5 1 15 25 10 1

6 1 31 90 65 15 1

7 1 63 301 350 140 21 1

8 1 127 966 1701 1050 266 28 1

9 1 255 3025 7770 6951 2646 462 36 1

10 1 511 9330 34105 42525 22827 5880 750 45 1
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The above table shows some of the Stirling numbers of second kind. It follows that

the number of ways of placingr distinct objects inton nondistinct cells with no cell

left empty is equal toS(r, n). Previously we proved that there arenr ways of placing

r distinct objects inton distinct cells, when empty cells are allowed. When the cells

become nondistinct, the number of ways is not equal tonr/n!. As a matter of fact, the

number of ways of distributingr distinct objects inton nondistinct cells with empty

cells allowed is

S(r, 1) + S(r, 2) + . . .+ S(r, n) for r ≥ n

and is

S(r, 1) + S(r, 2) + . . .+ S(r, r) for r ≥ n . . . . . . (1)

These come directly from the argument that the number of waysof distributing r distinct

objects inton nondistinct cells with empty cells allowed is equal to the number of ways

of distributing theser objects so that one cell is not empty, or two cells are not empty,

etc.

For the case ofr ≤ n (i.e., there are at least as many cells as objects), there is a

closed-form expression for the ordinary generating function of the numbers of ways of

distributing the objects. SinceS(i, j) = 0 for i < j, the count in the expression in (1)

does not change if we add to it an infinite number of terms as follows:

S(r, 1) + S(r, 2) + . . .+ S(r, r) + S(r, r + 1) + S(r, r + 2) + . . . . . . (2)

Observe that

ex − 1

1!
= S(0, 1) +

S(1, 1)

1!
x+

S(2, 1)

2!
x2 + . . .+

S(r, 1)

r!
xr + . . .

(ex − 1)2

2!
= S(0, 2) +

S(1, 2)

1!
x+

S(2, 2)

2!
x2 + . . .+

S(r, 2)

r!
xr . . .

(ex − 1)k

k!
= S(0, k) +

S(1, k)

1!
x+

S(2, k)

2!
x2 + . . .+

S(r, k)

r!
xr . . .

(ex − 1)r

r!
= S(0, r) +

S(1, r)

1!
x+

S(2, r)

2!
x2 + . . .+

S(r, r)

r!
xr . . .

(ex − 1)r+1

(r + 1)!
= S(0, r+ 1) +

S(1, r + 1)

1!
x+

S(2, r + 1)

2!
x2 + . . .+

S(r, r + 1)

r!
xr . . .

Therefore, the coefficient ofxr/r!, which is the number of ways of distributingr dis-
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tinct objects intor or more nondistinct cells, in

ex − 1

1!
+

(ex − 1)2

2!
+ . . .+

(ex − 1)k

k!
+ . . .+

(ex − 1)r

r!
+

(ex − 1)r+1

(r + 1)!
. . . . . . (3)

is equal to the expression in (2). However, the generating function in (3) can be written as

eex−1 − 1

Partition of Integers
As another illustration of the use of generating functions,we shall discuss the distribution

of nondistinct objects into nondistinct cells.

Definition 5.4.1. A partition of an integeris a division of the integer into positive integral

parts, in which the order of these parts is not important.

For example,4, 3 + 1, 2 + 2, 2 + 1 + 1, and 1 + 1 + 1 + 1 are the five different

partitions of the integer4.

It is clear that a partition of the integern is equivalent to a way of distributingn nondis-

tinct objects inton nondistinct cells with empty cells allowed. We shall conduct our dis-

cussion in the context of the partitions of integers mainly because it is also an important

topic in number theory. Observe that in the polynomial1 + x+ x2 + x3 + x4 + . . .+ xn,

the coefficient ofxk is the number of ways of havingk 1 ’s in a partition of the integer

n.

Clearly, there is one way for0 ≤ k ≤ n and no way fork > n because in a

partition of n there can be from no1 ’s to at mostn 1 ’s. It follows that in the infinite

sum

1 + x+ x2 + x3 + x4 + . . .+ xr + . . . =
1

1 − x
,

the coefficient ofxk is the number of ways of havingk 1 ’s in a partition of any integer

larger than or equal tok. Similarly, in the polynomial

1 + x2 + x4 + x6 + x8 + . . .+ x[n

2
]

the coefficient ofx2k is the number of ways of havingk 2 ’s in a partition of the integer

n. Also, in the infinite sum

1 + x2 + x4 + x6 + x8 + . . .+ x2r + . . . =
1

1 − x2

the coefficient ofx2k is the number of ways of havingk 2 ’s in a partition of any integer
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larger than or equal to2k. Notice that a2 in a partition will be accounted for by the

term x2, two 2 ’s in a partition will be accounted for by the termx4, etc. It follows then

that

F (x) = (1 + x+ x2 + x3 + . . .+ xr + . . .)

(1 + x2 + x4 + x6 + . . .+ x2r + . . .)

(1 + x3 + x6 + x9 + . . .+ x3r + . . .)

(1 + x4 + x8 + x12 + . . .+ x4r + . . .)

. . . (1 + xn + x2n + x3n + . . .+ xnr + . . .)

=
1

(1 − x)(1 − x2)(1 − x3)(1 − x4) . . . (1 − xn)

is the ordinary generating function of the sequence(p(0), p(1), . . . , p(n)), where p(i)

denotes the number of partitions of the integeri. However, notice thatF (x) does not

enumerate thep(j) ’s for j > n; rather, it enumerates the number of partitions of the

integer j that have no part exceedingn. For example, from

1

(1 − x)(1 − x2)(1 − x3)

= 1 + x+ 2x2 + 3x3 + 4x4 + 5x5 + 7x6 + . . .

we observe that there are three ways to partition the integer3 and there are seven ways

to partition the integer6 such that the parts do not exceed3. The ordinary generating

function of the infinite sequence(p(0), p(1), . . . , p(n), . . .), is

F (x) =
1

(1 − x)(1 − x2)(1 − x3) . . .

Remark 5.4.2. It is immediately clear that in

1

(1 − x)(1 − x3)(1 − x5) . . . (1 − x2n+1)
,

the coefficient ofxk for k ≤ 2n + 1 is the number of partitions of the integerk into

odd parts, and the coefficient ofxk for k > 2n + 1 is the number of partitions of the

integer k into odd parts not exceeding2n+ 1.

Similarly, in

1

(1 − x)(1 − x3)(1 − x5) . . .
,
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the coefficient ofxk is the number of partitions of the integerk into odd parts.

Remark 5.4.3. Also in

1

(1 − x2)(1 − x4)(1 − x6) . . . (1 − x2n)
,

and the coefficient ofxk for k ≤ 2n is the number of partitions of the integerk into

even parts, and the coefficient ofxk for k > 2n is the number of partitions of the integer

k into even parts not exceeding2n. Again, in

1

(1 − x2)(1 − x4)(1 − x6) . . .
,

the coefficient ofxk is the number of partitions of the integerk into even parts.

Remark 5.4.4. Also, the polynomial

(1 + x)(1 + x2)(1 + x3) . . . (1 + xn)

enumerates the partitions of integers no larger thann into distinct(unequal) parts and the

partitions of integers larger thann into distinct parts not exceedingn, and

(1 + x)(1 + x2)(1 + x3) . . . (1 + xn) . . .

enumerates the partitions of the integers into distinct parts.

Problem 5.4.5. Prove that the number of partitions of an integer into distinct parts is

equal to the number of partitions of the integer into odd parts.

Solution. Since (1 + x)(1 + x2)(1 + x3) . . . (1 + xr) . . .

=
1 − x2

1 − x

1 − x4

1 − x2

1 − x6

1 − x3

1 − x8

1 − x4
. . .

1 − x2r

1 − xr
. . .

=
1

(1 − x)(1 − x3)(1 − x5)
. . .

we conclude that the number of partitions of an integer into distinct parts is equal to the

number of partitions of the integer into odd parts.

For instance, the integer6 can be partitioned into distinct parts in four different ways,

namely,

6, 5 + 1, 4 + 2, 3 + 2 + 1

There are also exactly four different ways in which 6 can be partitioned into odd parts.

They are5 + 1, 3 + 3, 3 + 1 + 1 + 1, 1 + 1 + 1 + 1 + 1 + 1.
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Problem 5.4.6. Prove that any integer can be expressed as the sum of a selection of

integers 1, 2, 4, 8, . . . , 2r, . . . (without repetition) in exactly one way. (This is the well-

known fact htat a decimal number cn be represented uniquely as a binary number).

Solution. Since

(1 − x)(1 + x)(1 + x2)(1 + x4)(1 + x8) . . . (1 + x2r) . . .

= (1 − x2)(1 + x2)(1 + x4)(1 + x8) . . . (1 + x2r) . . .

= (1 − x4)(1 + x4)(1 + x8) . . . (1 + x2r) . . .

= 1

We have the identity

1

1 − x
= (1 + x)(1 + x2)(1 + x4)(1 + x8) . . . (1 + x2r) . . .

Recalling that

1

1 − x
= 1 + x+ x2 + x3 + x4 + . . .

we conclude that any integer can be expressed as the sum of a selection of the integers

1, 2, 4, 8, . . . , 2r, . . . (without repetition) in exactly one way.

Problem 5.4.7. In a partition of any integern larger than1 into parts that the powers

of 2, namely 1, 2, 4, 8, . . . , 2r, . . . , prove that the number of partitions that have an even

number of parts is equal to the number of partitions that havean odd number of parts.

Solution. Consider

1 − x =
1

(1 + x)(1 + x2)(1 + x4)(1 + x8) . . . (1 + x2r)
. . .

= (1 − x+ x2 − x3 + x4 − . . .)

(1 − x2 + x4 − x6 + x8 − . . .)

(1 − x4 + x8 − x12 + x16 − . . .) . . .

(1 − x2r + x2.2r − x3.2r + x4.2r − . . .) . . .

we conclude that to partition any integern larger than1 into parts that are powers of

2, namely, 1, 2, 4, 8, . . . , 2r, . . . , the number of partitions that have an even number of
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parts is equal to the number of partitions that have an odd number of parts. The series

1 − x+ x2 − x3 + x4 − . . .

enumerates the number of1 ’s in a partition, with terms corresponding to an even number

of 1 ’s in the partition having+1 as the coefficients and terms corresponding to an odd

number of 1 ’s in the partition having−1 as the coefficients. Similarly, the series

1 − x2 + x4 − x6 + x8 − . . .

enumerates the number of2 ’s in a partition, and the series

1 − x4 + x8 + x12 + x16 − . . .

enumerates the number of4 ’s in a partition, with terms corresponding to an even number

of 2′ s (or 4′ s) having positive coefficients and terms corresponding to an odd number

of 2′ s (or 4′ s) having negative coefficients. Therefore, in the expansion of the product

(1 − x+ x2 − x3 + x4 − . . .)(1 − x2 + x4 − x6 + x8 − . . .)

(1 − x4 + x8 − x12 + x16 − . . .) . . .

(1 − x2r + x2.2r − x3.2r + x4.2r − . . .) . . .

a term +xn corresponds to a partition of the integern into an even number of parts, and

a term −xn corresponds to a partition of the integern into an odd number of parts.

Illustration. We see that4 + 1, 2 + 1 + 1 + 1, 2 + 2 + 1, and 1 + 1 + 1 + 1 + 1

are the four partitions of the integer5 into parts that are powers of2. Two of these

partitions have an even number of parts, and the other two have an odd number of parts.

Exercises

1. Prove the identity 1
1−x

= (1 + x+ x2 + . . .+ x9)(1 + x10 + x20 + . . .+ x90)

(1 + x100 + x200 + . . .+ x900) . . .

2. Show that the number of partitions of the integer2r + k into exactly r + k parts

is the same for any nonnegative integerk.
3. Prove that the number of partitions of the integern into m distinct parts is equal

to the number of partitions of the integern− [m(m + 1)/2] into at mostm parts

( n > m(m+ 1)/2).

4. Show that the number of partitions of the integer2n into three parts which are such

that the sum of any two parts is greater than the third is equalto the number of
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partitions of n into exactly three parts.

5.5 Principle of Inclusion and Exclusion

Let us motivate the subject of this section with a simple illustrative example. In a

group of ten girls, six have blond hair, five have blue eyes, and three have blond hair and

blue eyes. How many girls are there in the group who have neither blond hair nor blue

eyes? Clearly the answer is

10 − 6 − 5 + 3 = 2

Since the three blondes with blue eyes are included in the count of the six blondes and

are again included in the count of the five with blue eyes, theyare subtracted twice in the

expression10 − 6 − 5. Therefore,3 should be added to the expression10 − 6 − 5 to

give the correct count of girls who have neither blond hair nor blue eyes.

The graphical representation in Figure5.5.1 shows very clearly the same argument. The

area inside the large circle represents the total number of girls. The areas inside the two

small circles represent, respectively, the number of girlswho have blond hair and the

number of girls who have

Figure 5.5.1

blue eyes. The crosshatched area represents the number of girls that have both blond hair

and blue eyes. This area is subtracted twice when the areas ofthe two small circles are

subtracted from the area of the large circle. To find the area marked with vertical lines

which represents the number of girls who neither are blondesnor have blue eyes, we

should, therefore, compensate the oversubtraction by adding back the cross hatched area.

The extension of the logical reasoning in this example leadsto a very important counting

theorem that is studied in this section. To count the number of a certain class of objects,

we exclude those that should not be included in the count and,in turn, compensate the

count by including those that have been excluded incorrectly. The counting theorem is
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called theprinciple of inclusion and exclusion.

Principle of Inclusion and Exclusion
Consider a set ofN objects. Leta1, a2, . . . , ar be a set of properties that these

objects may have. In general, these properties are not mutually exclusive; that is, an object

can have one or more of these properti (The case in which theseproperties are mutually

exclusive proves to be uninteresting special case, as will be seen.) LetN(a1) denote

the number of objects that have the propertya1, let N(a2) denote the number objects

that have the propertya2, . . . , and letN(ar) denote the number of objects that have the

property ar. Notice that an object havingt property ai is included in the countN(ai)

regardless of the other propties it may have. Thus, if an object has both the propertiesai

and aj it will contribute a count inN(ai) as well as a count inN(aj).

Let N(a′1) denote the number of objects that do not have the propertya1, let N(a′2)

denote the number of objects that do not have the propertya2, . . . , and letN(a′r) denote

the number of objects that do not have the propertyar, Let N(aiaj) denote the number

of objects that have both the propertiesai and aj, let N(a′ia
′
j) denote the number of

objects that have neither the propertyai nor the propertyaj, and let N(a′iaj) denote

the number of objects that have the propertyaj but not the propertyai. Logically, we

see that

N(a′i) = N −N(ai)

because each of theN objects either has the propertyai [accounted for inN(ai) ] or

does not have the propertyai [accounted for inN(a′i) ]. Also,

N(a′iaj) = N −N(aiaj)

because for each of theN(aj) objects that have the propertyaj, it either has the prop-

erty ai [accounted for inN(aiaj) ] or does not have the propertyai [accounted for in

N(a′iaj) ]. Using a similar argument, we have

N(a′ia
′
j) = N −N(aia

′
j) −N(a′iaj) −N(aiaj)

which can be rewritten as

N(a′ia
′
j) = N − [N(aia

′
j) +N(aiaj)] − [N(a′iaj) + [N(aiaj)] +N(aiaj)

= N −N(ai) −N(aj) +N(aiaj)
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We now prove the following extension of Eqs. (4-1) and (4-2):

N(a′1a
′
2 . . . a

′
r) = N −N(a1) −N(a2) − . . .−N(ar)

+N(a1a2) +N(a1a3) + . . .+N(ar−1ar)

−N(a1a2a3) −N(a1a2a4) − . . .−N(ar−2ar−1ar)

+ . . .

+ (−1)rN(a1a2 . . . ar)

= N −
∑

i

N(ai) +
∑

i,j,i6=j

N(aiaj) −
∑

i,j,k,i6=j 6=k

N(aiajak)

+ . . .+ (−1)rN(a1a2 . . . ar)

This identity, known as theprinciple of inclusion and exclusion, will be proved by induc-

tion on the total number of properties the objects may have. As the basis of induction, we

have already shown that

N(a′1) = N −N(a1)

As the induction hypothesis, we assume that the identity is true for objects having up to

r − 1 properties; that is

N(a′1a
′
2 . . . a

′
r−1) = N −N(a1) −N(a2) − . . .−N(ar−1)

+N(a1a2) +N(a1a3) + . . .+N(ar−2ar−1)

−N(a1a2a3) −N(a1a2a4) − . . .−N(ar−2ar−1ar)

+ . . .

+ (−1)r−1N(a1a2 . . . ar−1)

Now, for a set ofN objects having up tor properties,a1, a2, . . . ar we consider the

set of N(ar) objects that have the propertyar. Since this set of objects may have any

of the r − 1 propertiesa1, a2, . . . , ar−1, according to the induction hypothesis,

N(a′1a
′
2 . . . a

′
r−1ar) = N(ar) −N(a1ar) −N(a2ar) − . . .−N(ar−1ar)

+N(a1a2ar) +N(a1a3ar) + . . .+N(ar−2ar−1ar)

−N(a1a2a3) −N(a1a2a4) − . . .−N(ar−2ar−1ar)

+ . . .
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+ (−1)r−1N(a1a2 . . . ar−1ar)

Now,

N(a′1a
′
2 . . . a

′
r−1) −N(a′1a

′
2 . . . a

′
r−1ar)

= N −N(a1) −N(a2) − . . .−N(ar−1) −N(ar)

+N(a1a2) +N(a1a3) + . . .+N(a1ar)

+ . . .

+ (N(ar−1ar)

− . . .

+ (−1)r−1N(a1a2 . . . ar−1ar)

Thus, N(a′1a
′
2 . . . a

′
r−1) −N(a′1a

′
2 . . . a

′
r−1ar) = N(a′1a

′
2 . . . a

′
r−1a

′
r)

Example 5.5.1.Twelve balls are painted in the following way: Two are unpainted. Two

are painted red, one is painted blue, and one is painted white. Two are painted red and

blue, and one is painted red and white. Three are painted red,blue, and white.

Let a1, a2, and a3 denote the properties that a ball is painted red, blue, and white,

respectively; then
N(a1) = 8 N(a2) = 6 N(a3) = 5

N(a1a2) = 5 N(a1a3) = 4 N(a2a3) = 3

N(a1a2a3) = 3

It follows that

N(a1a2a3) = 12 − 8 − 6 − 5 + 5 + 4 + 3 − 3 = 2.

Example 5.5.2.Find the number of integers between1 and 250 that are not divisible

by any of the integers2, 3, 5, and 7.

Solution Let a1, a2, a3, and a4 denote the properties that a number is divisible by2,

divisibl by 3, divisible by 5, and divisible by 7, respectively. Among the integers1

through 250 there are125 integers that are divisible by 2, because every other integer is

a multiple of 2. Similarly, there are83 integers that are multiples of3 and 50 integers

that are multiples of5 and so on.
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Letting [x] denote the integral part of the numberx,

N(a1) = [250
2

] = 125 N(a2) = [250
3

] = 83

N(a3) = [250
5

] = 50 N(a4) = [250
7

] = 35

N(a1a2) = [ 250
2×3

] = 41 N(a1a3) = [ 250
2×5

] = 25

N(a1a4) = [ 250
2×7

] = 17 N(a2a3) = [ 250
3×5

] = 16

N(a2a4) = [ 250
3×7

] = 11 N(a3a4) = [ 250
5×7

] = 7

N(a1a2a3) = [ 250
2×3×5

] = 8 N(a1a2a4) = [ 250
2×3×7

] = 5

N(a1a3a4) = [ 250
2×5×7

] = 3 N(a2a3a4) = [ 250
3×5×7

] = 2

N(a1a2a3a4) = [ 250
2×3×5×7

] = 1

Therefore, the number of integers that are not divisible by any of the integers2, 3, 5,

and 7 is

N(a′1a
′
2a

′
3a

′
4) = 250 − (125 + 83 + 50 + 35)

+ (41 + 25 + 17 + 16 + 11 + 7) − (8 + 5 + 3 + 2) + 1 = 57

Similarly, the number of integers that are not divisible by2 nor by 7 but are divisible

by 5 is

N(a′1a3a
′
4) = N(a3) −N(a1a3) −N(a3a4) +N(a1a3a4)

= 50 − 25 − 7 + 3

= 21

Problem 5.5.3.Find the number ofr− digit quaternary sequences in which each of the

three digits1, 2, and 3 appears at least once.

Solution. Let a1, a2, and a3 be the properties that the digits1, 2, and 3 do not appear

in a sequence, respectively. Because

N(a1) = N(a2) = N(a3) = 3r

N(a1a2) = N(a1a3) = N(a2a3) = 2r
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N(a1a2a3) = 1

we have

N(a′1a
′
2a

′
3) = 4r − 3 × 3r + 3 × 2r − 1

As a matter of fact, using the generating function technique, we derived a formula for

the number of ways of distributing r distinct objects inton distinct cells with no cell

left empty. This formula can also be derived by the use of the principle of inclusion and

exclusion as follows:

Let a1, a2, . . . , an be the properties that the 1st,2nd,. . . ,nth cell is left empty in the dis-

tributions of ther objects, respectively. Then,

N(a′1a
′
2 . . . a

′
n) = nr −

(

n

1

)

(n− 1)r +

(

n

2

)

(n− 2)r − . . .

+ (−1)n−1

(

n

n− 1

)

1r + (−1)n

(

n

n

)

0r

=
n

∑

i=0

(−1)i

(

n

i

)

(n− i)r

Example 5.5.4.Consider a single ball that is painted withn colours. Leta1, a2, . . . , an

denote the properties that a ball is painted with the1st, 2nd, . . . , nth colour, respectively.

Since

N(a1) = N(a2) = . . . = N(an) = 1

N(a1a2) = N(a1a3) = . . . = N(an−1an) = 1

. . .

N(a1a2 . . . an) = 1

we have

N(a′1a
′
2 . . . a

′
n) = 1 −

(

n

1

)

+

(

n

2

)

− . . . (−1)n

(

n

n

)

However,N(a′1a
′
2 . . . a

′
n) = 0

because there is no unpainted ball. Therefore, we have the identity

1 −

(

n

1

)

+

(

n

2

)

− . . . (−1)n

(

n

n

)

= 0
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Example 5.5.5.Find the number of permutations of the lettersα, α, α, β, β, β, γ, γ,

and γ which are such that no identical letters are adjacent.

Solution Let a1, a2, a3 be the properties thatα, β, γ are adjacent.

N =
9!

3!3!3!

N(a1) = N(a2) = N(a3) =
7!

3!3!

N(a1a2) = N(a2a3) = N(a1a3) =
5!

3!

N(a1a2a3) = 3!

By principle of inclusion and exclusion,

N(a′1a
′
2a

′
3) = N −

∑

N(ai) +
∑

N(aiaj) −N(a1a2a3)

=
9!

3!3!3!
− 3

7!

3!3!
+ 3

5!

3!
− 3!

= 1680 − 420 + 60 − 6

= 1314

Example 5.5.6.Find the number of permutations of the lettersa, b, c, d, e and f in

which neither the patternace nor the patternfd appears.

Solution Let a1 be the property that the patternace appears in a permutation, and let

a2 be the property that the patternfd appears in a permutation.

By the principle of inclusion and exclusion,

N(a1) = 4! N(a2) = 5!

N(a1a2) = 3! N = 6!

N(a′1a
′
2) = N −N(a1) −N(a2) +N(a1a2)

= 6! − 4! − 5! + 3!

= 582

Example 5.5.7. In how many ways can the lettersα, α, α, α, β, β, β, γ and γ be ar-

ranged so that all the letters of the same kind are not in a single block?
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Solution For the permutations of these letters, leta1 be the property that the fourα′ s

are in one block, leta2 be the property that the threeβ′ s are in one block, and leta3

be the property that the twoγ′ s are in one block.

N =
9!

4!3!2!

N(a1) =
6!

3!2!
N(a1a2) =

4!

2!

N(a2) =
7!

4!2!
N(a2a3) =

6!

4!

N(a3) =
8!

4!3!
N(a1a3) =

5!

3!

N(a1a2a3) = 3!

By principle of inclusion and exclusion,

N(a′1a
′
2a

′
3) = N −

∑

N(ai) +
∑

N(aiaj) −N(a1a2a3)

=
9!

4!3!2!
−

6!

3!2!
−

7!

4!2!
−

8!

4!3!
+

4!

2!
+

6!

4!
+

5!

3!
− 3!

= 871

Exercises

1. In how many ways can three0 ’s, three 1 ’s, and three2 ’s be arranged so that no

three adjacent digits are the same in an arrangement?
2. A man has six friends. He has met each of them at dinner12 times, every two of

them six times, every three of them four times, every four of them three times, every

five twice, and all six only once. He has dined out eight times without meeting any

of them. How many times has he dined out altogether?
3. A symmetric expression in three variablesx, y, and z contains nine terms. Four

terms contain the variablex. Two terms contain the variablesx, y, and z. One

term is a constant. How many terms contain the variablesx and y?
4. Find the number of binary sequences of length5 in which every 1 is adjacent to

another1.
5. With three differently colored paints, in how many ways can the walls of a rectangu-

lar room be painted so that color changes occur at (and only at) each corner? With

two colors?
6. Among the numbers1, 2, . . . , 500, how many of them are not divisible by7 but

are divisible by3 or 5?
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k -edge colouring, 84

k -edge-colourable, 84

k -factor, 75

k -partite graph, 101

k− cube, 11

acyclic graph, 34

adjacency matrix, 26

adjacent vertices, 7

augmenting path, 73

binary sequence, 124

bipartite graph, 10

bond, 42

cartesian product, 18

Cayley’s recursive formula, 48

central vertex, 29

chromatic number, 103

clique, 93

closed walk, 29

closure, 66

combination, 120

complement of a graph, 9

complete bipartite graph, 11

complete graph, 10

components of a graph, 28

composition of graphs, 18

connected, 28

connectivity, 51

contraction, 46

cotree, 42

covering, 77

minimimum covering, 77

critical graph, 104

cut edge, 40

cut vertex, 43

cycle, 29

degree, 19

degree sequence, 21

majorised, 68

diameter, 29

disconnected graph, 28

distance, 28

eccentricity, 29

edge chromatic number, 85

edge connectivity, 52

edge covering, 92

edge cut, 42, 52

edge induced subgraph, 16

enumerator, 136

exponential generating function, 143

finite graph, 8

forest, 36

fundamental theorem on graphs, 19

Gallai theorem, 92

generating functions, 134

combination, 135

girth, 29

graph, 6

graphic sequence, 22
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Hajos’ conjecture, 110

hamilton-connected, 70

hamiltonian, 64

cycle, 64

hypo-hamiltonian, 70

path, 64

identical graphs, 8

incidence function, 6

incidence matrix, 25

independent set, 91

independence number, 91

indicator functions, 135

induced subgraph, 16

isomorphic graphs, 9

links, 8

matching, 73

maximum, 73

perfect, 73

multiple edges, 8

nontrivial graphs, 8

optimal k -edge colouring, 86

ordinary enumerator, 136

ordinary generating function, 135

parallel edges, 8

partition of integer, 151

path, 28

quaternary sequence, 124

radius, 29

Ramsey number, 94

regular graph, 20

self complementary, 10

simple graph, 8

spanning subgraph, 15

spanning tree, 41

subdivision, 110

subdivision of edge, 59

subgraph, 15

ternary sequence, 124

tour, 61

euler tour, 61

trail, 27

euler trail, 61

tree, 34

trivial graph, 8

Tutte’s Theorem, 80

underlying graph, 15

union of graphs, 17

vertex cut, 51

Vizing’s Theorem, 87

walk, 27

wheel, 50
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