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1.0 AIMS AND OBJECTIVES

After studying this lesson, you will be able to:

e Discuss types of statements

e Understand various connectives like negation, conjunction, etc
e Discuss tautology and truth tables

® Discuss logical equivalence

e Understand equivalence of formulae

1.1 INTRODUCTION

Well-defined formula of Proposition: “A proposition is a statement that is either true or false but not
both”. For example,

1.  “Washington D.C is the capital of the United States of America”

2. Toronto is the capital of Canada
3. 1+1=2

4. 2+2=3

5.  What time is it?

6. Read this carefully

7. x+1=2

8. x+7 =1z

S — Statements 1 and 3 are true, whereas 2 and 4 are false, so they are propositions. Sentences 7 and 8
are not propositions because they are not statements. Sentences 5 and 6 are not propositions because
they are neither true nor false.

1.2 TYPES OF STATEMENTS

1. Atomic statement (simple statements): A statement which has no logical connective in it is called
atomic sentences. For example,

(a) This is my body (true)
(b) Delhi is the capital of U.P (False).

2. Molecular or compound statement; The sentence formed by two simple sentences using a logical
connective is called a compound sentences. For example,

(a) U.P. is in India and Lucknow is the capital of U.P.
(b) Hari will study he will play.
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Example 1: Construct the truth table for

~(PAage(~Pv~q

P q Pag~{Pag) ~F =4 =Ev~g . s@Esqei~Ey~q)
T T 1 F F F F F
T F F g F a3 & g
F i F ih T F T i
F F F T T T i T

1.3 LOGICAL CONNECTIVES

1.3.1 Negation Operator

Let P be a proposition. The statement “It is not the case that P” is another proposition, called the
negation of P. The negation of P is denoted by I'P.

Example 2: Find the negation of the proposition “Today is Friday” and express this in simple English.
Solution: The negation is “It is not the case that today is Friday”

This negation can be more simply expressed by “Today is not Friday”

Truth Table

“A truth table displays the relationship between the truth values of propositions™.

The truth table for the negation of a proportion:

P P
T B
F

1.3.2 Conjunction Operation

Let P and g be two propositions. The proposition “P and ‘V’” denoted by P A g, is the proposition that

“o»

is true when both P and ¢ are true and is false otherwise and denoted by “A”.
Example 3: Find the conjunction of the propositions P and q where P is the proposition “Today is
Friday” and q is the proposition “It is raining today”.

Solution: The conjunction of these Propositions P and q where P A q is the proposition “Today is
Friday and it is raining today”. This is true on rainy Fridays and is false on any day that is not a Friday
and on Fridays when it does not rain.

1.3.3 Disjunction Operation

Let P and q be propositions. The propositions “P or q” denoted by P v q, is the proposition’ that is
false when P and q are both false and true otherwise the proposition P v q is called the disjunction of P
and q. .



10 Mathemartics-T (Discrete Mathematics) M.S. University - D.D.C.E.

The truth table for The truth table for
the conjunction of two the disjunction of two
propositions propositions
P q Paq P q Pvgq
T ay T il T T
T F F T F T
F o F F T T
F F F F F F

1.3.4 Exclusive or Operation

Let P and q be propositions. The exclusive or of P and q, denoted by P @ q, is the proposition that is
true when exactly one of P and q is true and is false otherwise.

‘The truth table for the exclusive or of two propositions

P q P&q
T T B
T R
F T T
F F F

1.3.5 Implication Operation

Let P and q be propositions. The implication P — q is the proposition that is false, when P is true and
q is false and true otherwise. In this implication P is called the hypothesis (or antecedent or premise)
and q is called conclusion (or consequence).

The truth table for the Implication P — q -

P q P-gq
i i T
i F F
¥ T T
F F T
Some of the common ways of expressing this implication are
“HPibeg’s * “P is sufficient for q”
* “P implies q”, Gl
L 8 LR * “q whenever P”

* “P only if” * “q is necessary for P”
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1.3.6 Biconditional Operator

Let P and q be propositions the biconditional P — q is the proposition that is true when P and q have
the same truth values and is false otherwise.

“P if and only if q”
The truth table for thé Biconditional P < q:
P q Pegq
T T 4
i B 3
E i F
B F T
1.4 LAWS

1. Law of Identity: Under this law the symbol used will carry the same sense through out the
specified problems.

2. Law of the Excluded middle: Which express that a statement is either true or false.

3. Law of Non-contradiction: It expresses that no statement is true and false simultaneously.

1.5 STATEMENT FORMULAE

1.5.1 Contingency and Satisfiable

A statement formula (expression involving prepositional variable) that is neither a tautology nor a
contradiction is called a contingency.

If the resulting truth value of a statement formula A (p,, p, ... P.) is true for at least one combination of
truth values of the variables p, p, ..., p, then A is said to be satisfiable.
Example 4: Prove that the sentence ‘It is wet or it is not wet’ is a tautology.

Solution: Sentence can be symbolized by p v ~ p where p symbolizes the sentence "It is wet’. Its Truth
table is given below:

p ' PSR
L i3 E
F T i

As column 3 contains T everywhere, therefore the given proposition is tautology. This tautology is
called the Law of the Excluded Middle.
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Example 5: Prove that the proposition ~ [p A (~p)]is a tautology.

Solution: The truth table is given below:

P ~P PA(~p) ~[pa(~p)]
g F F T
F i F i

Since last column contains “T° everywhere therefore the given Proposition is a tautology.
Example 6: Show that ((p v ~ PAr(~pv~q)vqisa tautology be definition
Solution: (pv ~ q) A (~ PV ~q)vg

= ((PA~pv~qv q (distributive law)

= (Fv~qvgq
= (~qvgq @spAr~p=F
= T

Example 7: Prove that (~ PV A (A~ q)isacontradiction.

Solution: Truth table for the given proposition

p q P ag vt g PA~q (~pvqga(pa ~q)

igatte g ca T F F
T F o F
B A M g T F F
Foiuer Pisdtini'si e ip T F F

Since F appears in every row of the last column, therefore the given proposition is contradiction,

1.5.2 Equivalence of Formulae
Two statements A and B in variable P P (n>U) are said to be equivalent if they acquire the same
truth values for all interpretation, i.c., they have identical truth values,

Tautology: A statement that is true for all possible values of its propositional variable is called a
tautology. A statement that is always false is called a contradiction and a statement that can be either
true or false depending on the truth values of its propositional variables is called a contingency,

Example 8:
P ~P Pv(~P) PA(~P)
i F i F
F T T F

Hence PV (~P) is a tautology and P A (~ P) is a contradiction.
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1.6 LOGICAL EQUIVALENCE

Two propositions P(p, g, ...) and Q(p, q, ...) are said to be logically equivalent or simply equivalent or
equal if they have identical truth tables and is written as

Pp, gy =eninss J =D, g, s )
As shown below truth tables of = (p A q) and — p v q are identical. Hence ~ (pAq) = = pVv—q

P q paq ~(pagq) P q -p -~q -~pv-aq

i el F T & F F F

- S 0§ ; F F T i

o i F o ‘s F i

F F F T F F g T T
~(Prg —pv-q

Also when a conditional p = q & its converse q = p are both ture, the statement p & q are said to be
logically equivalent. Consider the following table

P F pAF pvF T pAaT pvT
; F F i i T : |
T F E T T T T
F F F F i F i
F F E F T F T

paB=F pvE=p pal=p pvI=T

Hence T is the identity element for the operation A (conjunction) and F is the identity element for the
operation Vv (disjunction).

Duality: Any two formulas A and A* are said to be duals of each other if one can be obtained from the
other by replaying A by v and v by A.

Example 9:
() Thedualof PAq vris(Paq) Ar.
(b) Thedualof Pvqaris(Paq) vr.

Functionally complete Set: “A set of connectives is called functionally complete if every formula can be
expressed in terms of an equivalent formula containing the connectives from this set”.

A’ v! ~! :>’ @
Example 10: Consider P < g

It is equivalent to (P = q, A (q = P)
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1.7 PREDICATED LOGIC

Well formed formula of Predicate: The statement “x is greater than > has two parts the first part the
variable x is the subject of the statement the second part the predicate “is greater then > refers to a
property that the subject of the statement can have.

P(x) — Proposition function P at q.

Quantifiers: When all the variables in a propositional function are assigned values, the resulting
statement has a truth value. However, there is another important way called quantification to create a
proposition from a propositional function. There are two types of quantification namely universal
quantification and existential quantification.

Many mathematically statement assert that a property is true for all values of a variable in a particular
domain, called the universe of discourse. Such a statement is expressed using a universal quantification.
The universal quantification of a propositional function is the proposition that asserts that P(x) is true
for all values of x in the universe of discourse. The universe of discourse specifies the possible values of
the variable x.

Arguments: An argument (denoted by the symbol + which is called trunstile) is a sequence of
propositions that purport to imply another proposition.

The sequence of propositions serving as evidence will be called, the premises, and the proposition
inferred will be called the conclusion.

An argument is valid if and only if whenever the conjunction of the premises is true, the conclusion is
also true. If we let p, p, p,be the premises and p, the conclusion then argument p, p, p, + p, will be valid

if and only if whenever p, A p, A p, is true, p, is also. We can reduce this to the conditional = as follows:

Der:1fp, p, ..., p,are premises and p is a conclusion then the argument p . p,...., p_F p is valid if and

only if p, A p,A ... p,= p is true for all combinations of truth values of p p, ... p_and p.

In other word in order to decide whether an argument is valid, use the conjunction of evidences as the
antecedent of conditional of which the conclusion of the argument is the consequent and see whether
or not a tautology results.

Ifp Ap,A...Ap, = pisnotatautology then the argument p, ... p_F is invalid.

Example 11: “If the labour market is perfect then the wages all persons in a particular employment will
be equal. But it is always the case that wages for such persons are not equal therefore the labour market
is not perfect”. Test the validity of this argument.

Solution: In the given case let

p, : “The labour market is perfect”
p, : “Wages of all persons in a particular employment will be equal”
~p, : Wages for such persons are not equal.

~p,: The labour market is not perfect.
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The premise are p, = p,, ~ p, and the conclusion is ~p,

The argumentp = p, ~ p,+ ~p, is validif and only if (p, = p)) = ~ p, = ~p, is a rautology.
We construct the truth tables as below:

T . PR P,=P,P,= P,A~P, P,=P,A~P,=~P

i A & B i F I
A E T F F it
FiT T F T I3 §i
[ g JE; £ 5 T

It follows that p = p, A ~ p, = ~ p, is a tautology

Hence the argument is valid.

Example 12: Test the validity of the following argument. “If Ashok wins then Ram will be happy. If
Kamal wins Raju will be happy. Either Ashok will win or Kamal will win. However if Ashok wins,
Raju will not be happy and if Kamal wins Ram will not be happy. So Ram will be happy if and only if
Raju is not happy.”

Solution: Here let

p, : Ashok wins

p, : Ram is happy

p, : Kamal wins

P, : Raju is happy

The premises are Pty = PP Py PePi P VP
Ps:P,= ~ P,

Ps:Py= ~ P,

The conclusionisp,: p, & ~ p,

The above argument is valid if p, : p, & ~ p, is a tautology so we construct the truth table.
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p 2 3 = <] [s] 7 5 k) 18 i1 12 13
i1 Pz Fs Py M= p3= pivEs ~fp D B2 = o= (2=
P Py or ~P; ~Fs ~Py  PMPy (13}
_ﬁy‘x
xi}; 1:".;‘.’«’33
=p,
~P,
A3
=p,
T T T T T i E F F ¥ F ¥ T
T T T T T T F F T 3 F F T
T F T F F F T T T T F F T
T F F ¥ F T T T T T F F T
F T T T T E T F i F F F T
F T F T T T ¥ F I E F F T
F F T F T F T F T E F F T
F F F F T F F T T T F F T

Since the given statement is a tautology. Hence the argument is valid.

1.8 ALGEBRA OF PROPOSITIONS

We can easily verify by truth tables that every proposition satisfy the following laws. If P and Q are
propositions and Fare tautology and contradiction respectively.

1.8.1 Associative Laws
@PvQVR=Pv(QVR)
b)PAQ AR=PA(QVR)
1.8.2 Commutative Laws
P Q=0aAP
B)PAQ=QAP

1.8.3 Distributive Laws

@PVI QAR =PvQ) a(PVvR)
b PAQVR =PAQ) Vv (PAR)
1.8.4 DeMorgan’s Laws
@~PvQ=~Par~Q

b)) ~PrQ=~Pv~Q
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© ~P=>Q=~Pr~Q
d~PeQ=Pe~Q-~PeQ
1.8.5 Identity Laws

@PvE=P

b)Pv ~P=F

() ~~P=P

(d ~T=F

() ~F=T

1.8.6 Idempotent Laws
(QPvP=P
B)PAP=P

1.8.7 Compliment Laws

@Pv~P=T
GBI Px~P=P
() ~~P=P
(d ~T=F

(¢ ~F=T

Mathematical Logic 17

1.9 EXAMPLES ON TRUTH TABLES

Example 13: Prove that p v (@ A 1) and (p v @) A (p v r) have the same truth table i.e. they are

equivalent.

Solution:

L

w

o

o

SIS I
CEC RS IR RO I R
Mo kg e e e = |

ok b e e

pvg

Lo R [ e S e

R 7 S [ G S R

G R R

=
S

(i)

>

L

(qvr)

Since the truth values of the columns (7) and (8) are the same for all values of the component of
sentences. Hence the given functions are equivalent.
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Example 14: Using, truth table prove the DeMorgan’s laws
W~@FErgd=~pv~gq
@ ~pvg=~-pr~q

Solution: Consider the truth table

1 2 3 4 3 5 7
P q g N —q ~{prg) {~pv~iq)
T T T F F F F
i g F F F T g T
F T F T F £l T
F F F T T T F

Since the truth values of the columns (6) and (7) are same law both functions are equivalent.
Similarly we can prove (U) result.
Example 1J: Provethat p > q@vr=(pvr)=(qvr)

Solution: Consider the truth table

1 2 3 4 5 6 g 8
p q r p=q F=qivr pwi qwr  {pvry=gvr)
T T T T T T T 3
T T F L T T T T
T F E ¥ it T T T
¥ T E L 1 T T T
T F F T ¥ P F ¥
F F T T T ¥ T 1
F T F T i 31 T T
£ F ) 1 T 5 F T

Since the truth values of the columns (5) and (8) are same hence the given sentences are logically
equivalent.

Example 16: Simplify the following propositions:
@PvPAQ)
6) v QA ~P
@~ ®PvQv(~PrQ)
Solution:
@Pv({PAQ
=sPATIVPAQ (sincePAT =P)
sPA(TVvQ)
P (since Tv Q =T)
b PvQa ~P
=~PAPVvQ) (Commutative Law)
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E(~PAP)\/(~PVQ)

=Fv(~PvQ)

=(~PvQ)

~PvQ

©~PvQv(~PAQ)

= (~PA~Q v (~PAQ)
=~ P(-Qv Q)

~PAT(~QvQ=T)

=~ P(PAT=p)

contradiction.

@erdv@rdvEaplelpyga

Solution: Truth table corresponding to the

Mathematical Logic 19

(Distributive Law)
(Complement Law)

(Identity Law)

(By distributive law)

@vr)a(vp)]

given function is given below:

p q ¥ PAqg gar FAp pvaq qvr rvp (B o) (p v q)
vig Ar) Alg vr)
vir v p) Al v p)

2k b 3% . i I T i T g i i i

T E F T E E ik T T T T

T F i F E T € T T 4 i

E T T F T EF T T T 15 T

I F F F E B 4 F T F F

F T F F F F 1 T F F F

F F & F E E F T T F F

E E F F F F F E F E F

Since the last two columns

of the above table are the same. Henc

e given function represents a

tautology.
B e=q9 e (~pvg
P q o p=q ~P Vg P=gS(~pvyg)
T T F T T T
T ¥ F F F F P
EF G | iy T T T
F F T T T T

Since the last column contains all truth val

ues T. Hence given function represents a tautology.
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©Prgd=pl=[qr ~ q]

P q ~4 prg PAG=p qA~4 prg)=p=Ilgr~ql
T T F T T F F
T F T F T F F
¥ : F F T F F
F F ¥ ¥ T F F

Since the last column contains all truth values F. Hence the given function represents a contradiction.

diprg=rlep=rviqg=r1)]

Solution:

b -
=

o
=
=23
—
o
-

paq=r E=2qvig=>n (@)

H.,l

|

bre B I T T O B e

I I T T

Lo B I I I I R

L I T I I I I

o o M e ]
-2y

r—-fr—ihnHHr—-;*ﬂr—-iU

L T T T T I I

e I I B B e I I |

L T B T I I I -

Since the last column of above table does not contain all truth values T, so, it is not a tautology.

Example 18: Establish the equivalence using truth tables.

@e=>9dvl=1=p=>(@Qqvr

Solution: Truth table for the given statement is

il q ! gqwi p=4q p=y p=givip=r) r={gwvr)
T T o E T T T T
T 25 B T T F T T
T E T T F T T T
F T T X a T i T
T E F F B o P F
F T F ¥ T 2 1k T
F F T z T T T T
F F B F T iy T T

Since the last two columns of the above table have the same truth values. Hence the given statements
are logically equivalent.

b)p=9d=Frq=(~p=>9gA@=p

Solution: We construct the truth table
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F q ~F Prq paq ~p=q q=p PAf=@paAg) (~p=g) A

@=p)

Lo e s I A |
Lo I B s I |
L I B« B+
e B I
mom oo
e I
o I I
b I I
Lo I o B T

Since the last two columns have the same truth values. Hence given statements are logically equivalent.

©@pPvadlrg=p

Solution: Truth table is

v g pvy pAg PV vipag
i & T T T T
T P T P T
F T T F T
F 13 F F F

Since the first and last columns of the given statement do not contain same truth values. Hence given
statements are not logically equivalent.

Dp=@rn=p=9rp=1
Solution: Truth Tables given by

v aq ¥ J P =q P =t P=igar) F=>gn{p=n
F 3 25 F T LB E 2 b
1z T E B E E k P
E E T F F I {5 F
F T T L T T T F
T F B F F E F F
F E B ¥ T T T Y
F E T P ik T T T
F F F F T i T T

Since the last two columns of the above table have the same truth values hence the given statements are
logically equivalent,

Example 19: Establish the equivalence analytically and write dual also of the given statement
~pA(~qanv(@anvipars=r
Solution: Consider L.H.S,
~pA(= GADVQADV(pAT)
[(~pr~gAanvillqgrr) vplvi@ar) vi]
[(~pr~darn)vI{qrn) vp}vr]

il



